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The Altera® Low Latency 40- and 100-Gbps Ethernet (40GbE and 100GbE) media access controller
(MAC) and PHY MegaCore® functions offer the lowest round-trip latency and smallest size to implement
the IEEE 802.3ba 40G and 100G Ethernet Standard with an option to support the IEEE 802.3ap-2007
Backplane Ethernet Standard.

Note: This user guide documents the 16.0 version of the Altera Low Latency 40- and 100-Gbps Ethernet
MAC and PHY IP core that targets a Stratix® V device or an Arria® 10 device. For the 16.1 release
and beyond, two IP core user guides are available to document the Low Latency 40-Gbps Ethernet
IP core and the Low Latency 100-Gbps Ethernet IP core separately. These two user guides
document the variations that target an Arria 10 device. As of 2017.12.28, the 16.0 version of the
Stratix V Low Latency 40-100GbE IP core is the most recent Stratix V Low Latency 40-100GbE IP
core available in the Self-Service Licensing Center and this user guide provides its most current
documentation.

The version of this product that supports Arria 10 devices is included in the Altera MegaCore IP Library
and available from the Quartus® Prime IP Catalog.

Note: The full product name, Low Latency 40- and 100-Gbps Ethernet MAC and PHY MegaCore
Function, is shortened to Low Latency (LL) 40-100GbE IP core in this document. In addition,
although multiple variations are available from the parameter editor, this document refers to this
product as a single IP core, because all variations are configurable from the same parameter editor.

Intel Corporation. All rights reserved. Intel, the Intel logo, Altera, Arria, Cyclone, Enpirion, MAX, Nios, Quartus and Stratix words and logos are trademarks of

Intel Corporation or its subsidiaries in the U.S. and/or other countries. Intel warrants performance of its FPGA and semiconductor products to current 1SO
specifications in accordance with Intel's standard warranty, but reserves the right to make changes to any products and services at any time without notice. ~ 9001:2008
Intel assumes no responsibility or liability arising out of the application or use of any information, product, or service described herein except as expressly Registered
agreed to in writing by Intel. Intel customers are advised to obtain the latest version of device specifications before relying on any published information

and before placing orders for products or services.

*Other names and brands may be claimed as the property of others.
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Figure 1-1: Low Latency 40GbE and 100GbE MAC and PHY IP Cores

Main blocks, internal connections, and external block requirements.
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As illustrated, on the MAC client side you can choose a wide, standard Avalon® Streaming (Avalon-ST)
interface, or a narrower, custom streaming interface. Depending on the variant you choose, the MAC
client side Avalon Streaming (Avalon-ST) interface is either 256 or 512 bits of data mapped to either four
or ten 10.3125 Gbps transceiver PHY links, depending on data rate, or to four 25.78125 Gbps transceiver
PHY links.

The 40GbE (XLAUI) interface has 4x10.3125 Gbps links. The 100GbE (CAUT) interface has 10x10.3125
Gbps links. For Arria 10 devices only, you can configure a 40GbE 40GBASE-KR4 variation to support
Backplane Ethernet. For Arria 10 GT devices only, you can configure a 100GbE CAUI-4 option, with
4x25.78125 Gbps links.

The FPGA serial transceivers are compliant with the IEEE 802.3ba standard XLAUI, CAUI, and CAUI-4
specifications. The IP core configures the transceivers to implement the relevant specification for your IP
core variation. You can connect the transceiver interfaces directly to an external physical medium
dependent (PMD) optical module or to another device.

The IP core provides standard MAC and physical coding sublayer (PCS) functions with a variety of
configuration and status registers. You can exclude the statistics registers. If you exclude these registers,
you can monitor the statistics counter increment vectors that the IP core provides at the client side
interface and maintain your own counters.

Related Information

+ Low Latency 40-100GbE MAC and PHY Functional Description on page 3-2
Provides detailed descriptions of LL 40-100GbE IP core operation and functions.

Altera Corporation About the Low Latency 40- and 100-Gbps Ethernet MAC and PHY IP Core

C] Send Feedback


mailto:FPGAtechdocfeedback@intel.com?subject=Feedback%20on%20About%20the%20Low%20Latency%2040-%20and%20100-Gbps%20Ethernet%20MAC%20and%20PHY%20IP%20Core%20(UG-01172%202017.12.28)&body=We%20appreciate%20your%20feedback.%20In%20your%20comments,%20also%20specify%20the%20page%20number%20or%20paragraph.%20Thank%20you.

UG-01172
2017.12.28

Low Latency 40- and 100-Gbps Ethernet MAC and PHY IP Core Supported Features 1-3

Introduction to Altera IP Cores

Provides general information about all Altera IP cores, including parameterizing, generating,
upgrading, and simulating IP.

Creating Version-Independent IP and Qsys Simulation Scripts

Create simulation scripts that do not require manual updates for software or IP version upgrades.
Project Management Best Practices

Guidelines for efficient management and portability of your project and IP files.

Low Latency 40- and 100-Gbps Ethernet MAC and PHY MegaCore Function User Guide Archives
on page 7-1

Low Latency 40G Ethernet Example Design User Guide

Low Latency 100G Ethernet Example Design User Guide

Low Latency 40-Gbps Ethernet IP Core User Guide

Documents the current release of the Low Latency 40-Gbps Ethernet IP core that targets an Arria 10
device.

Low Latency 100-Gbps Ethernet IP Core User Guide

Documents the current release of the Low Latency 100-Gbps Ethernet IP core that targets an Arria 10
device.

Low Latency 40- and 100-Gbps Ethernet MAC and PHY IP Core Supported
Features

All LL 40-100GDbE IP core variations include both a MAC and a PHY, and all variations are in full-duplex
mode. These IP core variations offer the following features:

Designed to the IEEE 802.3ba-2010 High Speed Ethernet Standard available on the IEEE website
(www.ieee.org).

Soft PCS logic that interfaces seamlessly to Altera 10.3125 Gbps and 25.78125 Gbps serial transceivers.

Standard XLAUI or CAUI external interface consisting of FPGA hard serial transceiver lanes operating
at 10.3125 Gbps, or the CAUI-4 external interface consisting of four FPGA hard serial transceiver
lanes operating at 25.78125 Gbps.

Supports 40GBASE-KR4 PHY based on 64B/66B encoding with data striping and alignment markers
to align data from multiple lanes.

Supports 40GBASE-KR4 PHY and forward error correction (FEC) option for interfacing to backplanes.

Supports Synchronous Ethernet (Sync-E) by providing an optional CDR recovered clock output signal
to the device fabric.

Avalon Memory-Mapped (Avalon-MM) management interface to access the IP core control and status
registers.

Avalon-ST data path interface connects to client logic with the start of frame in the most significant
byte (MSB) when optional adapters are used. Interface has data width 256 or 512 bits depending on the
data rate.

Optional custom streaming data path interface with narrower bus width and a start frame possible on
64-bit word boundaries without the optional adapters. Interface has data width 128 or 256 bits
depending on the data rate.

Support for jumbo packets.
TX and RX CRC pass-through control.
Optional TX CRC generation and insertion.

About the Low Latency 40- and 100-Gbps Ethernet MAC and PHY IP Core Altera Corporation

C] Send Feedback


https://documentation.altera.com/#/link/mwh1409960636914/mwh1409958250601/en-us
https://documentation.altera.com/#/link/mwh1409960636914/mwh1409958301774/en-us
https://documentation.altera.com/#/link/mwh1409960181641/esc1444754592005/en-us
https://documentation.altera.com/#/link/dsu1459186928409/ewo1444253877467/en-us
https://documentation.altera.com/#/link/dsu1459186087416/ewo1444253877467/en-us
https://documentation.altera.com/#/link/ayd1482964193368/ajk1476208255005/en-us
https://documentation.altera.com/#/link/aej1476205999080/ajk1476208255005/en-us
mailto:FPGAtechdocfeedback@intel.com?subject=Feedback%20on%20About%20the%20Low%20Latency%2040-%20and%20100-Gbps%20Ethernet%20MAC%20and%20PHY%20IP%20Core%20(UG-01172%202017.12.28)&body=We%20appreciate%20your%20feedback.%20In%20your%20comments,%20also%20specify%20the%20page%20number%20or%20paragraph.%20Thank%20you.

. . UG-01172
1-4 Low Latency 40-100GbE IP Core Device Family and Speed Grade Support 2017.12.28

« RX CRC checking and error reporting.

« TXerror insertion capability supports test and debug.

« RXand TX preamble pass-through options for applications that require proprietary user management
information transfer.

o TX automatic frame padding to meet the 64-byte minimum Ethernet frame length at the LL
40-100GbE Ethernet connection.

» Hardware and software reset control.

« Pause frame filtering control.

» Received control frame type indication.

o MAC provides cut-through frame processing.

« Optional deficit idle counter (DIC) options to maintain a finely controlled 8-byte or 12-byte inter-
packet gap (IPG) minimum average.

« Optional IEEE 802.3 Clause 31 Ethernet flow control operation using the pause registers or pause
interface.

« Optional priority-based flow control that complies with the IEEE Standard 802.1Qbb-2011—
Amendment 17: Priority-based Flow Control, using the pause registers for fine control.

o RXPCS lane skew tolerance that exceeds the IEEE 802.3-2012 Ethernet standard clause 82.2.12
requirements: 1900 bits RX lane skew tolerance for LL 40GbE IP cores and 1000 bits RX lane skew
tolerance for LL 100GbE IP cores.

« Optional support for the IEEE Standard 1588-2008 Precision Clock Synchronization Protocol (1588
PTP).

o Optional statistics counters.

« Optional fault signaling: detects and reports local fault and generates remote fault, with IEEE
802.3ba-2012 Ethernet Standard Clause 66 support.

« Optional serial PMA loopback (TX to RX) at the serial transceiver for self-diagnostic testing.

« Optional access to Altera Debug Master Endpoint (ADME) for debugging or monitoring PHY signal
integrity.

The LL 40-100GDbE IP core can support full wire line speed with a 64-byte frame length and back-to-back
or mixed length traffic with no dropped packets.

For a detailed specification of the Ethernet protocol refer to the IEEE 802.3ba-2010 High Speed Ethernet
Standard.

Related Information

IEEE website

The IEEE 802.3ba-2010 High Speed Ethernet Standard and the IEEE Standard 802.1Qbb-2011—
Amendment 17: Priority-based Flow Control are available on the IEEE website.

Low Latency 40-100GbE IP Core Device Family and Speed Grade Support

The following sections list the device family and device speed grade support offered by the Low Latency
40-100GbE IP core:

Device Family Support on page 1-5
Low Latency 40-100GbE IP Core Device Speed Grade Support on page 1-5

Altera Corporation About the Low Latency 40- and 100-Gbps Ethernet MAC and PHY IP Core
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Device Family Support

Table 1-1: Altera IP Core Device Support Levels

Preliminary The IP core is verified with preliminary timing
models for this device family. The IP core meets all
functional requirements, but might still be
undergoing timing analysis for the device family. It
can be used in production designs with caution.

Final The IP core is verified with final timing models for
this device family. The IP core meets all functional
and timing requirements for the device family and
can be used in production designs.

Table 1-2: Low Latency 40-100GbE IP Core Device Family Support
Shows the level of support offered by the Low Latency 40-100GbE IP core for each Altera device family.

Stratix V (GX, GT, and GS) Final
Arria 10 (GX, GT, and GS) Refer to What's New in IP webpage
Other device families Not supported

Related Information

+ Low Latency 40-100GbE IP Core Device Speed Grade Support on page 1-5

+ What's New in IP
Information about the device support level in the current release of the Quartus Prime software.

Low Latency 40-100GbE IP Core Device Speed Grade Support

Table 1-3: Slowest Supported Device Speed Grades

Lists the slowest supported device speed grades for standard variations of the Low Latency 40-100GbE IP
core. IP core variations that include a 1588 PTP module might require Quartus Prime seed sweeping to
achieve a comfortable timing margin.

About the Low Latency 40- and 100-Gbps Ethernet MAC and PHY IP Core Altera Corporation
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MegaCore Function Device Family Supported Speed Grades

Stratix V (GX) 13, C3

Stratix V (GT) 13, C2
40GbE

Stratix V (GS) 13,C3

Arria 10 (GX, GT, GS) 12, C2
40GbE (4OGBASE—KR4 option) Arria 10 (GX, GT, GS) 12, C2

Stratix V (GX) 12, C2

Stratix V (GT) 12, C2
100GbE

Stratix V (GS) 12, C2

Arria 10 (GX, GT, GS) 12, C2
100GbE (CAUI-4 option) Arria 10 GT 12, C2

IP Core Verification

To ensure functional correctness of the Low Latency 40-100GbE IP core, Altera performs extensive
validation through both simulation and hardware testing. Before releasing a version of the Low Latency
40- and 100-Gbps Ethernet MAC and PHY IP core, Altera runs comprehensive regression tests in the

current or associated version of the Quartus Prime software.

Related Information

o Knowledge Base Errata for Low Latency 40-100GbE IP core

Exceptions to functional correctness are documented in the Low Latency 40-100GbE IP core errata.

o Altera IP Release Notes

Changes to the Low Latency 40-100GbE IP core are noted in the Altera IP Release Notes starting from
the Quartus II software v14.0 Arria 10 Edition.

Altera Corporation
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Simulation Environment

Altera performs the following tests on the Low Latency 40-100GbE MAC and PHY IP core in the
simulation environment using internal and third party standard bus functional models (BFM):

o Constrained random tests that cover randomized frame size and contents

« Randomized error injection tests that inject Frame Check Sequence (FCS) field errors, runt packets,
and corrupt control characters, and then check for the proper response from the IP core

+ Assertion based tests to confirm proper behavior of the IP core with respect to the specification
« Extensive coverage of our runtime configuration space and proper behavior in all possible modes of
operation

Compilation Checking

Altera performs compilation testing on an extensive set of Low Latency 40-100GbE MAC and PHY IP
core variations and designs that target different devices, to ensure the Quartus Prime software places and
routes the IP core ports correctly.

Hardware Testing

Altera performs hardware testing of the key functions of the Low Latency 40-100GbE MAC and PHY IP
core using standard 40-100Gbps Ethernet network test equipment and optical modules. The Altera
hardware tests of the Low Latency 40-100GbE IP core also ensure reliable solution coverage for hardware
related areas such as performance, link synchronization, and reset recovery. The IP core is tested with
Stratix V devices.

Performance and Resource Utilization

The following sections provide performance and resource utilization data for the Low Latency 40GbE and
100GbE IP cores.

Table 1-4: IP Core Variation Encoding for Resource Utilization Tables

"On" indicates the parameter is turned on. The symbol "—" indicates the parameter is turned off or not
available.
Parameter
Data 1nterface Custom-ST | Avalon-ST | Avalon-ST |Avalon-ST |Avalon-ST |Avalon-ST
Flow control mode |No flow No flow Standard Standard No flow No flow
control control flow flow control control
control control
Average interpacket 12 12 12 12 12 12
gap
Enable 1588 PTP — — — On — —

About the Low Latency 40- and 100-Gbps Ethernet MAC and PHY IP Core
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IP Core Variation
Pa rameter
Enable link fault
generation

Enable TX CRC — On On On On On
insertion

Enable preamble — — On On — —
passthrough

Enable alignment — On On On On On
EOP on FCS word

Enable TX statistics — On On On On On

Enable RX statistics — On On On On On

Enable KR4 — — — — On On

Include FEC — — — — — On
sublayer

Stratix V Resource Utilization for Low Latency 40-100GbE IP Cores

Resource utilization changes depending on the parameter settings you specify in the Low Latency
40-100GDbE parameter editor. For example, if you turn on pause functionality or statistics counters in the
LL 40-100GbE parameter editor, the IP core requires additional resources to implement the additional
functionality.

Table 1-5: IP Core FPGA Resource Utilization in Stratix V Devices

Lists the resources and expected performance for selected variations of the Low Latency 40-100GbE IP
cores in a Stratix V device.

These results were obtained using the Quartus II v14.1 software.

o The numbers of ALMs and logic registers are rounded up to the nearest 100.
o The numbers of ALMs, before rounding, are the ALMs needed numbers from the Quartus II Fitter

Report.
40GDbE Variation Dedicated Logic
Registers
40GDbE variation A 5300 12800 13
40GDbE variation B 9900 21500 13
40GDbE variation C 10900 24100 13
40GDbE variation D 14000 31000 17

Altera Corporation
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100GDbE Variation Dedicated Logic
Registers
100GbE variation A 9500 23000 29
100GbE variation B 20900 48400 61
100GbE variation C 22100 52500 61
100GbE variation D 26900 63700 65
Related Information

Fitter Resources Reports in the Quartus Prime Help
Information about Quartus Prime resource utilization reporting, including ALMs needed.

Arria 10 Resource Utilization for Low Latency 40-100GbE IP Cores

Resource utilization changes depending on the parameter settings you specify in the Low Latency
40-100GDbE parameter editor. For example, if you turn on pause functionality or statistics counters in the
LL 40-100GbE parameter editor, the IP core requires additional resources to implement the additional
functionality.

Table 1-6: IP Core FPGA Resource Utilization in Arria 10 Devices

Lists the resources and expected performance for selected variations of the Low Latency 40-100GbE IP
cores in an Arria 10 device.

These results were obtained using the Quartus II v14.1 software.

» The numbers of ALMs and logic registers are rounded up to the nearest 100.
o The numbers of ALMs, before rounding, are the ALMs needed numbers from the Quartus II Fitter
Report.

40GDbE Variation Dedicated Logic
Registers
40GDbE variation A 5400 12800 13
40GbE variation B 10100 21200 13
40GDbE variation C 11000 24100 13
40GDbE variation D 14200 31100 17
40GDbE variation E 14400 28200 26
40GDE variation F 16300 29300 26
About the Low Latency 40- and 100-Gbps Ethernet MAC and PHY IP Core Altera Corporation
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100GbE Variation Dedicated Logic
Registers
100GbE variation A 13100 29000 29
100GbE variation B 21200 47600 61
100GbE variation C 22500 51800 61
100GbE variation D 27000 63200 65

CAUI-4 Variation

Dedicated Logic

Registers

CAUI-4 variation B 22700 51300 61

Related Information

Fitter Resources Reports in the Quartus Prime Help
Information about Quartus Prime resource utilization reporting, including ALMs needed.

Release Information

Table 1-7: Low Latency 40-100GbE IP Core Current Release Information

“

Version

16.0

Release Date

2016.05.02

Ordering
Codes

Low Latency 40G Ethernet MAC and PHY: IP-40GEUMACPHY

Low Latency 40G Ethernet MAC and PHY with 1588: IP-40GEUMACPHYF
Low Latency 100G Ethernet MAC and PHY: IP-100GEUMACPHY

Low Latency 100G Ethernet MAC and PHY with 1588: IP-100GEUMACPHYF

Low Latency 40G Ethernet MAC and 40GBASE-KR4 PHY with FEC: IP-
40GBASEKR4PHY

Product ID

Low Latency 40G Ethernet MAC and PHY: 011B

Low Latency 40G Ethernet MAC and PHY with 1588: 011C

Low Latency 100G Ethernet MAC and PHY: 011A

Low Latency 100G Ethernet MAC and PHY with 1588: 011D

Low Latency 40G Ethernet MAC and 40GBASE-KR4 PHY with FEC: 0113

Altera Corporation
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“
Vendor ID ’ 6AF7
About the Low Latency 40- and 100-Gbps Ethernet MAC and PHY IP Core Altera Corporation

C] Send Feedback


mailto:FPGAtechdocfeedback@intel.com?subject=Feedback%20on%20About%20the%20Low%20Latency%2040-%20and%20100-Gbps%20Ethernet%20MAC%20and%20PHY%20IP%20Core%20(UG-01172%202017.12.28)&body=We%20appreciate%20your%20feedback.%20In%20your%20comments,%20also%20specify%20the%20page%20number%20or%20paragraph.%20Thank%20you.

Getting Started 2

2017.12.28

UG-01172 @ Subscribe C] Send Feedback

The following sections explain how to install, parameterize, simulate, and initialize the Low Latency
40-100GDbE IP core:

Installation and Licensing for LL 40-100GbE IP Core for Stratix V Devices on page 2-2

The Low Latency 40-100GbE IP core that targets a Stratix V device is an extended IP core which is not
included with the Quartus Prime release. This section provides a general overview of the Altera extended
IP core installation process to help you quickly get started with any Altera extended IP core.

Licensing IP Cores on page 2-3
The Low Latency 40-100GbE IP core that targets an Arria 10 device is a standard Altera IP core in the
Altera IP Library.

Specifying the Low Latency 40-100GbE IP Core Parameters and Options on page 2-4

The LL 40-100GDbE IP core for Arria 10 devices supports a standard customization and generation process
from the Quartus Prime IP Catalog. After you install and integrate the extended IP core in the ACDS
release, the LL 40-100GDbE IP core for Stratix V devices also supports the standard customization and
generation process. The Low Latency 40-100GbE IP core is not supported in Qsys.

IP Core Parameters on page 2-5
The Low Latency 40-100GbE parameter editor provides the parameters you can set to configure the Low
Latency 40-100GbE IP core and simulation and hardware design examples.

Files Generated for Stratix V Variations on page 2-14
The Quartus Prime software generates the following output for your Stratix V LL 40-100GbE IP core.

Files Generated for Arria 10 Variations on page 2-15
The Quartus Prime software generates the following IP core output file structure when targeting Arria 10
devices.

Integrating Your IP Core in Your Design on page 2-18

Low Latency 40-100GbE IP Core Testbenches on page 2-23

Altera provides a testbench , a hardware design example, and a compilation-only example design with
most variations of the Low Latency 40-100GbE IP core. The testbench is available for simulation of your
IP core, and the hardware design example can be run on hardware. You can run the testbench to observe
the IP core behavior on the various interfaces in simulation.

Simulating the Low Latency 40-100GbE IP Core With the Testbenches on page 2-28
Compiling the Full Design and Programming the FPGA on page 2-32
Initializing the IP Core on page 2-32
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Related Information

+ Introduction to Altera IP Cores
Provides general information about all Altera IP cores, including parameterizing, generating,
upgrading, and simulating IP.

o Creating Version-Independent IP and Qsys Simulation Scripts
Create simulation scripts that do not require manual updates for software or IP version upgrades.

« Project Management Best Practices
Guidelines for efficient management and portability of your project and IP files.

+ Introduction to Altera IP Cores
More information about generating an Altera IP core and integrating it in your Quartus Prime project.

Installation and Licensing for LL 40-100GbE IP Core for Stratix V Devices

The Low Latency 40-100GbE IP core that targets the Stratix V device family is an extended IP core which
is not included with the Quartus Prime release. This section provides a general overview of the Altera
extended IP core installation process to help you quickly get started with any Altera extended IP core.

The Altera extended IP cores are available from the Altera Self-Service Licensing Center (SSLC). Refer to
Related Links below for the correct link for this IP core.

Figure 2-1:IP Core Directory Structure

Directory structure after you install the Low Latency 40-100GbE IP core. The default installation directory
<pat h> on Windows is C:\altera\< version number >; on Linux it is /opt/altera< version number >.

D <path>
Installation directory

ip
Contains the Altera IP Library and third-party IP cores

altera_cloud
Contains the Altera extended IP cores that you install

ethernet

Contains the Ethernet extended IP cores that you install
t@ alt_eth_ultra

Contains the LL40- and 100-Gbps Ethernet IP core files

You can evaluate an IP core in simulation and in hardware until you are satisfied with its functionality and
performance. You must purchase a license for the IP core when you want to take your design to
production. After you purchase a license for an Altera IP core, you can request a license file from the
Altera Licensing page of the Altera website and install the license on your computer.

Related Information

o Altera website
o Altera Licensing website

Altera Corporation Getting Started
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o Altera Self-Service Licensing Center
After you purchase the Low Latency 40-100GbE IP core that supports Stratix V devices, the IP core is
available for download from the SSLC page in your myAltera account. Altera requires that you create a
myAltera account if you do not have one already, and log in to access the SSLC. On the SSLC page,
click Run for this IP core. The SSLC provides an installation dialog box to guide your installation of the
IP core.

Licensing IP Cores

The Altera IP Library provides many useful IP core functions for your production use without purchasing
an additional license. Some Altera MegaCore IP functions require that you purchase a separate license for
production use. However, the OpenCore® feature allows evaluation of any Altera IP core in simulation and
compilation in the Quartus Prime software. After you are satisfied with functionality and performance,
visit the Self Service Licensing Center to obtain a license number for any Altera product.

Figure 2-2: IP Core Installation Path

acds

quartus - Contains the Quartus Prime software

ip - Contains the Altera IP Library and third-party IP cores
altera - Contains the Altera IP Library source code
<IP core name> - Contains the IP core source files

Note: The default IP installation directory on Windows is <dr i ve>:\altera\<version number>; on
Linux the IP installation directory is <home directory>/altera/ <ver si on nunber >.

OpenCore Plus IP Evaluation

Altera's free OpenCore Plus feature allows you to evaluate licensed MegaCore IP cores in simulation and
hardware before purchase. You only need to purchase a license for MegaCore IP cores if you decide to take
your design to production. OpenCore Plus supports the following evaluations:

« Simulate the behavior of a licensed IP core in your system.

o Verify the functionality, size, and speed of the IP core quickly and easily.

+ Generate time-limited device programming files for designs that include IP cores.
o Program a device with your IP core and verify your design in hardware.

OpenCore Plus evaluation supports the following two operation modes:

« Untethered—run the design containing the licensed IP for a limited time.

o Tethered—run the design containing the licensed IP for a longer time or indefinitely. This requires a
connection between your board and the host computer.

Note: AllIP cores that use OpenCore Plus time out simultaneously when any IP core in the design times
out.

Related Information

o Altera Licensing Site
o Altera Software Installation and Licensing Manual

Getting Started Altera Corporation
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Specifying the Low Latency 40-100GbE IP Core Parameters and Options

The Low Latency 40-100GbE parameter editor allows you to quickly configure your custom IP variation.
Use the following steps to specify IP core options and parameters in the Quartus Prime software.

1.
2.

Altera Corporation

In the IP Catalog (Tools > IP Catalog), select a target device family.

In the IP Catalog, locate and double-click the name of the IP core to customize. The New IP Variation
window appears.

Specify a top-level name for your custom IP variation. The parameter editor saves the IP variation
settings in a file named <your_ip>.qsys (for Arria 10 variations) or <your_ip>.qip (for Stratix V
variations).

If your IP core targets the Arria 10 device family, you must select a specific device in the Device field or
maintain the default device the Quartus Prime software lists. If you target a specific Altera development
kit, the hardware design example overwrites the selection with the device on the target board.

Click OK. The parameter editor appears.

Specify the parameters and options for your IP variation in the parameter editor, including one or
more of the following. Refer to your IP core user guide for information about specific IP core
parameters.

o Specify parameters defining the IP core functionality, port configurations, and device-specific
features.

« Specify options for processing the IP core files in other EDA tools.

For Arria 10 variations, follow these steps:

a. Optionally, to generate a simulation testbench or example project, follow the instructions in
Generating the Low Latency 40-100GbE Testbench on page 2-29.

b. Click Generate HDL. The Generation dialog box appears.

c. Specify output file generation options, and then click Generate. The IP variation files generate
according to your specifications.

d. Click Finish. The parameter editor adds the top-level . qsys file to the current project automati-
cally. If you are prompted to manually add the . gsys file to the project, click Project > Add/
Remove Files in Project to add the file.

For Stratix V variations, follow these steps:

a. Click Finish.

b. Optionally, to generate a simulation testbench or example project, follow the instructions in
Generating the Low Latency 40-100GbE Testbench on page 2-29.
After you click Finish and optionally follow the additional step to generate a simulation testbench
and example project, if available for your IP core variation, the parameter editor adds the top-
level . gsys file or top-level . qip file to the current project automatically. If you are prompted to
manually add the . qip file to the project, click Project > Add/Remove Files in Project to add the
file.

After generating and instantiating your IP variation, make appropriate pin assignments to connect

ports.

Getting Started
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IP Core Parameters

The Low Latency 40-100GbE parameter editor provides the parameters you can set to configure the Low
Latency 40-100GbE IP core and simulation and hardware design examples.

LL 40-100GbE IP core variations that target an Arria 10 device include an Example Design tab.

Table 2-1: Low Latency 40-100GbE Parameters: Main Tab

Describes the parameters for customizing the 40-100GbE IP core on the Main tab of the 40-100GbE
parameter editor.

General Options

Device family |String |« StratixV According to the | Selects the device family.
o Arrial0 setting in the
project or IP
Catalog settings.
Protocol speed |String |« 40 GbE 100 GbE Selects the MAC datapath width.
« 100 GbE
Data interface |String |o Custom-ST Avalon-ST Selects the Avalon-ST interface or
e Avalon-ST the narrower, custom streaming

client interface to the MAC.

If you select the custom streaming
client interface, the Flow control
mode and Enable 1588 PTP
parameters are not available.

PCS/PMA Options

Enable CAUI4 |Boolean | True False If turned on, the IP core is a 100GbE

PCS W@ o False CAUI-4 variation, with four
25.78125 Gbps transceiver PHY
links.

() The Enable CAUI4 PCS parameter is disabled when Protocol speed is set to 100GbE and Device family is
not Arria 10, and when Protocol speed is set to 40GbE. If the parameter is disabled, the IP core is configured
with the regular 100 Gbps PHY link option of 10 x 10.3125 Gbps.

@ For the Device family parameter, the CAUI-4 option requires the Arria 10 device.

Getting Started Altera Corporation
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Enable SyncE

Boolean

True
False

False

Exposes the RX recovered clock as
an output signal. This feature
supports the Synchronous Ethernet
standard described in the ITU-T G.
8261, G.8262, and G.8264
recommendations.

This parameter is available only in
variations that target an Arria 10
device.

PHY reference
frequency

Integer
(encodi

ng)

322.265625
MHz

644.53125 MHz

644.53125 MHz

Sets the expected incoming PHY
clk_ref reference frequency. The
input clock frequency must match
the frequency you specity for this
parameter (£ 100ppm).

Use external
TX MAC PLL

Boolean

True
False

False

If you turn this option on, the IP
core is configured to expect an input
clock to drive the TX MAC. The
input clock signal is clk_txmac_in.

Flow Control Options

Flow control
mode

String

No flow control
Standard flow
control

Priority-based
flow control

No flow control

Configures the flow control
mechanism the IP core implements.
Standard flow control is Ethernet
standard flow control.

If you select the custom streaming
client interface, the IP core must be
configured with no flow control, and
this parameter is not available.

Number of
PFC queues

Integer

1-8

Number of distinct priority queues
for priority-based flow control. This
parameter is available only if you set
Flow control mode to Priority-
based flow control.

Altera Corporation
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Average
interpacket

gap

String

Disable deficit
idle counter

8
12

If you set the value of this parameter
to 8 or to 12, the IP core includes a
deficit idle counter (DIC), which
maintains an average interpacket
gap (IPG) of 8 or 12, as you specify.
If you set the value of this parameter
to Disable deficit idle counter, the
IP core is configured without the
DIC, and does not maintain the
required minimum average IPG. The
Ethernet standard requires a
minimum average IPG of 12.
Turning oft Average interpacket
gap increases bandwidth.

MAC Options

Enable 1588
PTP

Boolean

True
False

False

If turned on, the IP core supports
the IEEE Standard 1588-2008
Precision Clock Synchronization
Protocol, by providing the hooks to
implement the Precise Timing

Protocol (PTP).

If you select the custom streaming
client interface, the IP core must be
configured without 1588 support,
and this parameter is not available.

Enable 96b
Time of Day
Format

Boolean

True
False

True

Include the 96-bit interface to the
TOD module. If you turn on this
parameter, the TOD module that is
generated with the IP core has a
matching 96-bit timestamp

interface.

If Enable 1588 PTP is turned on,

you must turn on at least

one of

Enable 96b Time of Day Format

and Enable 64b Time of

Day

Format. You can turn on both
Enable 96b Time of Day Format

and Enable 64b Time of

Day

Format to generate a TOD interface

for each format.

This parameter is available only in
variations with Enable 1588 PTP

turned on.
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Enable 64b
Time of Day
Format

Boolean

o True
o False

False

Include the 64-bit interface to the
TOD module. If you turn on this
parameter, the TOD module that is
generated with the IP core has a
matching 64-bit timestamp
interface.

If Enable 1588 PTP is turned on,
you must turn on at least one of
Enable 96b Time of Day Format
and Enable 64b Time of Day
Format. You can turn on both
Enable 96b Time of Day Format
and Enable 64b Time of Day
Format to generate a TOD interface
for each format.

This parameter is available only in
variations with Enable 1588 PTP
turned on.

Timestamp
fingerprint
width

Integer

1-16

Specifies the number of bits in the
fingerprint that the IP core handles.

This parameter is available only in
variations with Enable 1588 PTP
turned on.

Enable link
fault
generation

Boolean

o True
o False

False

If turned on, the IP core includes the
link fault signaling modules and
relevant signals. If turned off, the IP
core is configured without these
modules and without these signals.
Turning on link fault signaling
provides your design a tool to
improve reliability, but increases
resource utilization.
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Enable TX Boolean True True If turned on, the IP core inserts a 32-
CRC insertion « False bit Frame Check Sequence (FCS),

which is a CRC-32 checksum, in
outgoing Ethernet frames. If turned
off, the IP core does not insert the
CRC-32 sequence in outgoing
Ethernet communication. Turning
on TX CRC insertion improves
reliability but increases resource
utilization and latency through the
IP core.

If you turn on flow control, the IP
core must be configured with TX
CRC insertion, and this parameter is
not available.

Enable Boolean |« True False If turned on, the IP core is in RX
preamble o False and TX preamble pass-through
passthrough mode. In RX preamble pass-through

mode, the IP core passes the
preamble and SFD to the client
instead of stripping them out of the
Ethernet packet. In TX preamble
pass-through mode, the client
specifies the preamble to be sent in

the Ethernet frame.
Enable Boolean |¢ True True If turned on, the IP core aligns the
alignment « False 32-bit Frame Check Sequence (FCS)
EOP on FCS error signal with the assertion of the
word EOP by delaying the RX data bus to

match the latency of the FCS
computation. If turned off, the IP
core does not delay the RX data bus
to match the latency of the FCS
computation. If the parameter is
turned off, the FCS error signal, in
the case of an FCS error, is asserted
in a later clock cycle than the
relevant assertion of the EOP signal.

Altera recommends that you turn on
this option. Otherwise, the latency
between the EOP indication and
assertion of the FCS error signal is
non-deterministic.

You must turn on this parameter if
your design relies on the rx_inc_
octetsOK signal..
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Enable TX Boolean |« True True If turned on, the IP core includes

statistics « False built-in TX statistics counters. If
turned off, the IP core is configured
without TX statistics counters. In
any case, the IP core is configured
with TX statistics counter increment
output vectors.

Enable RX Boolean |« True True If turned on, the IP core includes

statistics « False built-in RX statistics counters. If
turned off, the IP core is configured
without RX statistics counters. In
any case, the IP core is configured
with RX statistics counter increment
output vectors.

Configuration, Debug and Extension Options

Enable Altera |Boolean |« True False If turned on, the IP core turns on the

Debug Master o False following features in the Arria 10

Endpoint PHY IP core that is included in the

(ADME) LL 40-100GbE IP core:

+ Enable Altera Debug Master
Endpoint (ADME)
o Enable capability registers

If turned off, the IP core is
configured without these features.

This parameter is available only in
variations that target an Arria 10
device. For information about these
Arria 10 features, refer to the Arria
10 Transceiver PHY User Guide.

Table 2-2: LL 40-100GbE Parameters: 40GBASE-KR4 Tab

Describes the parameters for customizing a 40GBASE-KR4 Low Latency 40-100GbE IP core, on the
40GBASE-KR4 tab of the LL 40-100GbE parameter editor. The parameters on this tab are available only if
the following conditions hold:

« Your IP core targets an Arria 10 device. You set the target device family for your Quartus Prime project
or in the Quartus Prime software before you acess the IP Catalog.

+ You select the value of 40GbE for the Protocol speed parameter on the Main tab.

You turn off the Enable 1588 PTP parameter on the Main tab.

Parameter Type Range Default Parameter Description
Setting

KR4 General Options
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Parameter Type Range Default Parameter Description
Setting

IP Core Parameters

Enable KR4

Boolean

e True
o False

False

If this parameter is turned on, the IP core is a
40GBASE-KR4 variation. If this parameter is turned
off, the IP core is not a 40GBASE-KR4 variation, and
the other parameters on this tab are not available.

Status clock rate

Frequenc
y range

100-125
MHz

100
MHz

Sets the expected incoming clk_status frequency.
The input clock frequency must match the frequency
you specify for this parameter.

The IP core is configured with this information:

« To ensure the IP core measures the link fail inhibit
time accurately. Determines the value of the Link
Fail Inhibit timer (IEEE 802.3 clause 73.10.2)
correctly.

« Ifclk_status frequency is not 100 MHz, to adjust
the PHY clock monitors to report accurate
frequency information.

This parameter determines the PHY Management
clock (MGMT_CLK) frequency in MHz parameter
of the underlying 10GBASE-KR PHY IP core.
However, the default value of the Status clock rate
parameter is not identical to the default value of the
PHY IP core PHY Management clock (MGMT _
CLK) frequency in MHz parameter.

Auto-Negotiation

Enable Auto-
Negotiation

Boolean

e True
o False

True

If this parameter is turned on, the IP core includes
logic to implement auto-negotiation as defined in
Clause 73 of IEEE Std 802.3ap-2007. If this parameter
is turned off, the IP core does not include auto-
negotiation logic and cannot perform auto-negotia-
tion.

Currently the IP core can only negotiate to KR4
mode.

Link fail inhibit
time for 40Gb
Ethernet

Integer
(Unit:
ms)

500-510
ms

504 ms

Specifies the time before link status is set to FAIL or
OK. A link fails if the time duration specified by this
parameter expires before link status is set to OK. For
more information, refer to Clause 73 Auto-Negotia-
tion for Backplane Ethernet in IEEE Standard
802.3ap-2007.

The 40GBASE-KR4 IP core asserts the rx_pcs_ready
signal to indicate link status is OK.
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Parameter Type Range Default Parameter Description
Setting

Auto-Negotia- | String Lane 0 |LaneO | Selects the master channel for auto-negotiation.

tion Master o Lanel
o Lane2
+ Lane3

Pause ability- | Boolean |« True |True If this parameter is turned on, the IP core indicates on

Co o False the Ethernet link that it supports symmetric pauses as
defined in Annex 28B of Section 2 of IEEE Std 802.3-
2008.

Pause ability- |Boolean |« True |True If this parameter is turned on, the IP core indicates on

C1 « False the Ethernet link that it supports asymmetric pauses
as defined in Annex 28B of Section 2 of IEEE Std
802.3-2008.

Link Training: PMA Parameters

VMAXRULE Integer 0-31 30 Specifies the maximum Vqp. The default value, 60,
represents 1200 mV.

VMINRULE Integer 0-31 6 Specifies the minimum Vgp. The default value, 9,
represents 165 mV.

VODMINRULE | Integer 0-31 14 Specifies the minimum Vg, for the first tap. The
default value, 24, represents 440 mV.

VPOSTRULE | Integer 0-25 25 Specifies the maximum value that the internal
algorithm for pre-emphasis will ever test in
determining the optimum post-tap setting.

VPRERULE Integer 0-16 16 Specifies the maximum value that the internal
algorithm for pre-emphasis will ever test in
determining the optimum pre-tap setting.

PREMAINVAL | Integer 0-31 30 Specifies the Preset Vp value. This value is set by the
Preset command of the link training protocol, defined
in Clause 72.6.10.2.3.1 of IEEE Std 802.3ap-2007.

PREPOSTVAL | Integer 0-25 0 Specifies the preset Post-tap value.

PREPREVAL Integer 0-16 0 Specifies the preset Pre-tap value.

INITMAINVAL | Integer | 0-31 25 Specifies the initial Vop value. This value is set by the
Initialize command of the link training protocol,
defined in Clause 72.6.10.2.3.2 of IEEE Std 802.3ap-
2007.
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Parameter Type Range Default Parameter Description
Setting
INITPOSTVAL | Integer Specifies the initial Post-tap value.
INITPREVAL | Integer |0-16 3 Specifies the initial Pre-tap value.
Link Training: General
Enable Link Boolean |« True True If this parameter is turned on, the IP core includes the
Training o False link training module, which configures the remote
link partner TX PMD for the lowest Bit Error Rate
(BER). LT is defined in Clause 72 of IEEE Std
802.3ap-2007.
Maximum bit | Integer 2" -1for 511 Specifies the maximum number of errors on a lane
error count fran before the Link Training Error bit (40GBASE-KR4
integer in register offset 0xD2, bit 4, 12, 20, or 28, depending on
the range the lane) is set, indicating an unacceptable bit error
4-10. rate.
n is the width of the Bit Error Counter that is
configured in the IP core. The value to which you set
this parameter determines n, and thus the width of
the Bit Error Counter. Because the default value of
this parameter is 511, the default width of the Bit
Error Counter is 10 bits.
You can use this parameter to tune PMA settings. For
example, if you see no difference in error rates
between two different sets of PMA settings, you can
increase the width of the bit error counter to
determine if a larger counter enables you to
distinguish between PMA settings.
Number of Integer |o 127 127 Specifies the number of additional training frames the
frames to send e 255 local link partner delivers to ensure that the link
before sending partner can correctly detect the local receiver state.
actual data
FEC Options
Include FEC Boolean |e True False If this parameter is turned on, the IP core includes
sublayer o TFalse logic to implement FEC
Set FEC_Ability | Boolean |« True | True If this parameter is turned on, the IP core sets the
bit on power up . False FEC ability bit (40GBASE-KR4 register offset 0xBO0,
I e bit 16: KR FEC enable) on power up and reset.
This parameter is available if you turn on Include
FEC sublayer.
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Parameter Type Range Default Parameter Description
Setting

Set FEC Enable | Boolean |o True | True If this parameter is turned on, the IP core sets the
bit on p(;wer up . False FEC enable bit (40GBASE-KRA4 register offset 0xBO0,
or reset bit 18: KR FEC request) on power up and reset. If

you turn on this parameter but do not turn on Set
FEC_ability bit on power up or reset, this parameter
has no effect: the IP core cannot specify the value of 1
for FEC Requested without specifying the value of 1
for FEC Ability.

This parameter is available if you turn on Include
FEC sublayer.

Table 2-3: Low Latency 40-100GbE PHY Parameter Settings

Lists the PHY parameters that are configured automatically based on parameter values you select in the
Low Latency 40G/100G Ethernet parameter editor.

Parameter 40GDbE Value 100GbE Value 100GbE at CAUI-4
40GBASE-KR4 Value

Lanes 4 10 4

Data rate per lane 10312.5 Mbps 10312.5 Mbps 25781.25 Mbps

Available PHY 322.265625 MHz 322.265625 MHz 322.265625 MHz

reference clock

frequencies 644.53125 MHz 644.53125 MHz 644.53125 MHz
Related Information

Clocks on page 3-58
The PHY reference frequency value is the required frequency of the transceiver reference clock or
transceiver reference clocks.

Files Generated for Stratix V Variations
The Quartus Prime software generates the following output for your Stratix V LL 40-100GbE IP core.
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Figure 2-3: IP Core Generated Files

[j <Project Directory >
ﬂ <your_ip >.qip - Quartus Prime IP integration file
ﬂ <your_ip>v, .sv,or .vhd - Top-level IP synthesis file
<your_ip> - IP core synthesis files
<your_ip>.sv, .v, or .vhd - HDL synthesis files
<your_ip>sdc - Timing constraints file
ﬂ <your_ip >.bsf - Block symbol schematic file
ﬂ <your_ip>.cmp - VHDL component declaration file
ﬂ <your_ip>_syn.v or .vhd - Timing & resource estimation netlist!
ﬂ <your_ip>.sip - Lists files for simulation
ﬂ <your_ip>.ppf - XML I/0 pin information file
ﬂ <your_ip>.spd - Combines individual simulation scripts
ﬂ <your_ip>_sim.f- Refers to simulation models and scripts
<your_ip>_sim - IP core simulation files
@ <your_ip>.v
<simulator_vendor >

<simulator setup scripts>
{] <your_ip>_example_design - Testbench and example project1

Notes:
1. If generated for your IP variation

Files Generated for Arria 10 Variations

The Quartus Prime software generates the following IP core output file structure when targeting Arria 10

devices.
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Figure 2-4: IP Core Generated Files

project directory>
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48 <your_ip>.qsys - System or IP integration file
ﬂ <your_ip>.sopcinfo - Software tool-chain integration file

<your_ip>

IP variation files

<your_ip>n

IP variation files

ﬂd_—J <your_ip>.cmp - VHDL component declaration file

—G <your_ip>_bh.v - Verilog HDL black box EDA synthesis file
—G <your_ip>_inst.vor .vhd - Sample instantiation template
ﬂ <your_ip>.ppf - XML I/0 pin information file

ﬂ <your_ip>.qip - Lists IP synthesis files

76 <your_ip>.sip - Lists files for simulation

7G <your_ip>_generation.rpt- IP generation report

ﬂ <your_ip>.debuginfo - Contains post-generation information
ﬂ <your_ip>html- Connection and memory map data
—G <your_ip>bsf - Block symbol schematic

ﬂ <your_ip>.spd - Combines individual simulation scripts

—

sim

synth <ip subcores>n

Simulation files

IP synthesis files

 —

<EDA tool name>

Simulator scripts

—G <your_ip>v or .vhd

Top-level simulation file

LG <simulator_setup_scripts>

Subcore libraries

<your_ip>_example_design

Example location for your IP core testbench and
example project files. The default location is
alt_eth_ultra_0_example_design, but
you are prompted to specify a different path

<your_ip>v or .vhd
Top-level IP synthesis file N

synth
Subcore
synthesis files

Lﬂ <HDL files>

Table 2-4: IP Core Generated Files (Arria 10 Variations)

Simulation files

sim
Subcore

<HDL files>

m

<ny_i p>.qgsys

The Qsys system or top-level IP variation file. <my_ip> is the name

that you give your IP variation.
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m
<syst ent.sopcinfo Describes the connections and IP component parameterizations in

your Qsys system. You can parse its contents to get requirements
when you develop software drivers for IP components.

Downstream tools such as the Nios II tool chain use this file.

The .sopcinfo file and the system. h file generated for the Nios II
tool chain include address map information for each slave relative to
each master that accesses the slave. Different masters may have a
different address map to access a particular slave component.

<nmy_i p>.cmp The VHDL Component Declaration (.cmp) file is a text file that
contains local generic and port definitions that you can use in VHDL
design files.

<nmy_i p>.html

A report that contains connection information, a memory map
showing the address of each slave with respect to each master to
which it is connected, and parameter assignments.

<ny_i p>_generation.rpt IP or Qsys generation log file. A summary of the messages during IP
generation.
<ny_i p>.debuginfo Contains post-generation information. Used to pass System Console

and Bus Analyzer Toolkit information about the Qsys interconnect.
The Bus Analysis Toolkit uses this file to identify debug components
in the Qsys interconnect.

<ny_i p>.qip Contains all the required information about the IP component to
integrate and compile the IP component in the Quartus Prime
software.

<ny_i p>.csv Contains information about the upgrade status of the IP component.

<ny_i p>.bsf A Block Symbol File (.bsf) representation of the IP variation for use

in Quartus Prime Block Diagram Files (.bdf).

<ny_i p>.spd Required input file for ip-make-simscript to generate simulation
scripts for supported simulators. The .spd file contains a list of files
generated for simulation, along with information about memories
that you can initialize.

<ny_i p>.ppF The Pin Planner File (.ppf) stores the port and node assignments for
IP components created for use with the Pin Planner.

<ny_i p> bb.v You can use the Verilog black-box (_bb.v) file as an empty module
declaration for use as a black box.

<ny_i p>.sip Contains information required for NativeLink simulation of IP
components. You must add the .sip file to your Quartus Prime
project.

<my_i p>_inst.vor_inst.vhd | HDL example instantiation template. You can copy and paste the
contents of this file into your HDL file to instantiate the IP variation.
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“

<nmy_i p>.regmap

If IP contains register information, .regmap file generates.

The .regmap file describes the register map information of master
and slave interfaces. This file complements the .sopcinfo file by
providing more detailed register information about the system. This
enables register display views and user customizable statistics in the
System Console.

<ny_i p>.svd

Allows HPS System Debug tools to view the register maps of
peripherals connected to HPS within a Qsys system.

During synthesis, the .svd files for slave interfaces visible to System
Console masters are stored in the .sof file in the debug section.
System Console reads this section, which Qsys can query for register
map information. For system slaves, Qsys can access the registers by
name.

<nmy_ip>.v
or

<ny_i p>.vhd

HDL files that instantiate each submodule or child IP core for
synthesis or simulation.

mentor/

Contains a ModelSim® script msim_setup . tcl to set up and run a
simulation.

aldec/

Contains a Riviera-PRO script rivierapro_setup.tcl to setup
and run a simulation.

/synopsys/vcs

/synopsys/vcsmx

Contains a shell script ves_setup.sh to set up and run a VCS®
simulation.

Contains a shell script vesmx_setup.sh and synopsys_
sim.setup file to set up and run a VCS MX® simulation.

/cadence

Contains a shell script ncsim_setup.sh and other setup files to set
up and run an NCSIM simulation.

/submodules

Contains HDL files for the IP core submodule.

<child I P cores>/

For each generated child IP core directory, Qsys generates /synth
and /sim sub-directories.

Integrating Your IP Core in Your Design

When you integrate your IP core instance in your design, you must pay attention to the following items:

Pin Assignments on page 2-19

External Transceiver Reconfiguration Controller Required in Stratix V Designs on page 2-19

Transceiver PLL Required in Arria 10 Designs on page 2-20

External Time-of-Day Module for Variations with 1588 PTP Feature on page 2-22
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Pin Assignments 2-19
Clock Requirements for 40GBASE-KR4 Variations on page 2-23
External TX MAC PLL on page 2-23
Placement Settings for the Low Latency 40-100GbE IP Core on page 2-23

Related Information

o Low Latency 40G Ethernet Example Design User Guide
o Low Latency 100G Ethernet Example Design User Guide

Pin Assignments

When you integrate your Low Latency 40-100GbE IP core instance in your design, you must make
appropriate pin assignments. You can create a virtual pin to avoid making specific pin assignments for top-
level signals while you are simulating and not ready to map the design to hardware.

For the Arria 10 device family, you must configure a transceiver PLL that is external to the 40-100GbE IP
core. The transceiver PLLs you configure are physically present in the device transceivers, but the LL
40-100GDE IP core does not configure and connect them. The required number of transceiver PLLs
depends on the distribution of your Ethernet data pins in the different Arria 10 transceiver blocks.

Related Information

o Transceiver PLL Required in Arria 10 Designs on page 2-20
o Quartus Prime Help
For information about the Quartus Prime software, including virtual pins and the IP Catalog.

External Transceiver Reconfiguration Controller Required in Stratix V Designs

Low Latency 40-100GbE IP cores that target Stratix V devices require an external reconfiguration
controller to compile and to function correctly in hardware. Low Latency 40-100GbE IP cores that target
Arria 10 devices include a reconfiguration controller block in the PHY component and do not require an
external reconfiguration controller.

You can use the IP Catalog to generate an Altera Transceiver Reconfiguration Controller.

When you configure the Altera Transceiver Reconfiguration Controller, you must specify the number of
reconfiguration interfaces. The number of reconfiguration interfaces required for the Low Latency 40GbE
and 100GbE IP cores depends on the IP core variation.

Table 2-5: Number of Reconfiguration Interfaces

Lists the number of reconfiguration interfaces you should specify for the Altera Transceiver
Reconfiguration Controller for your Stratix V Low Latency 40-100GbE IP core. Low Latency 40-100GbE
IP cores that target Arria 10 devices include a reconfiguration controller block in the PHY component and
do not require any external reconfiguration controllers.

PHY Configuration Number of Reconfiguration Interfaces

LL 40GbE (4x10.3125 lanes) 8
LL 100GDbE (10x10.3125 lanes) 20
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You can configure your reconfiguration controller with additional interfaces if your design connects with
multiple transceiver IP cores. You can leave other options at the default settings or modify them for your
preference.

You should connect the reconfig_to_xcvr, reconfig_from_xcvr, and reconfig_busy ports of the Low
Latency 40-100GbE IP core to the corresponding ports of the reconfiguration controller.

You must also connect the mgmt_clk_clk and mgmt_rst_reset ports of the Altera Transceiver Reconfigu-
ration Controller. The mgmt_clk_clk port must have a clock setting in the range of 100-125MHz; this
setting can be shared with the Low Latency 40-100GbE IP core clk_status port. The mgmt_rst_reset
port must be deasserted before, or deasserted simultaneously with, the Low Latency 40-100GbE IP core
reset_async port.

Refer to the example project for RTL that connects the Altera transceiver reconfiguration controller to the
IP core..

Table 2-6: External Altera Transceiver Reconfiguration Controller Ports for Connection to Low Latency
40-100GbE IP Core

reconfig_to_ Input The Low Latency 40-100GbE IP core reconfiguration
xcvr[559:0]1(40GbE) controller to transceiver port in Stratix V devices.

reconfig_to_
xcvr[1399:0](100GbE)

reconfig_from_ Output The Low Latency 40-100GbE IP core reconfiguration
xcvr[367:0](40GbE) controller from transceiver port in Stratix V devices.

reconfig_from_
xcvr[919:0](100GbE)

reconfig_busy Input Indicates the reconfiguration controller is still in the
process of reconfiguring the transceiver.

Related Information

Altera Transceiver PHY IP Core User Guide
For more information about the Altera Transceiver Reconfiguration Controller.

Transceiver PLL Required in Arria 10 Designs

Low Latency 40-100GbE IP cores that target Arria 10 devices require an external TX transceiver PLL to
compile and to function correctly in hardware.
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Figure 2-5: PLL Configuration Example

In this example, the TX transceiver PLL is instantiated with an Altera ATX PLL IP core. The TX
transceiver PLL must always be instantiated outside the LL 40-100GbE IP core.

In this example, Use external TX MAC PLL is turned off. Therefore, the TX MAC PLL is in the IP core. If
you turn on the Use external TX MAC PLL parameter you must also instantiate and connect a TX MAC
PLL outside the LL 40-100GbE IP core.
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h 4
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Arria 10 LL 40GbE IP Core

You can use the IP Catalog to create a transceiver PLL.

+ Select Arria 10 Transceiver ATX PLL or Arria 10 Transceiver CMU PLL.
o In the parameter editor, set the following parameter values:

« PLL output frequency to 5156.25 MHz for standard LL 40-100GbE IP core variations or to
12890.625 MHz for CAUI-4 variations. The transceiver performs dual edge clocking, using both the
rising and falling edges of the input clock from the PLL. Therefore, this PLL output frequency
setting supports a 10.3125 or 25.78125 Gbps data rate through the transceiver.

o PLL reference clock frequency to the value you specified for the PHY reference frequency
parameter.

When you generate a Low Latency 40-100GbE IP core, the software also generates the HDL code for an
ATX PLL, in the file <variation_name>/arrial0_atx_pll.v. However, the HDL code for the Low
Latency 40-100GbE IP core does not instantiate the ATX PLL. If you choose to use the ATX PLL provided
with the Low Latency 40-100GbE IP core, you must instantiate and connect the instances of the ATX PLL
with the LL 40-100GbE IP core in user logic.

Note: If your Arria 10 design includes multiple instances of the LL 40-100GbE IP core, do not use the
ATX PLL HDL code provided with the IP core. Instead, generate new TX PLL IP cores to connect
in your design.

The number of external PLLs you must generate or instantiate depends on the distribution of your
Ethernet TX serial lines across physical transceiver channels and banks. You specify the clock network to
which each PLL output connects by setting the clock network in the PLL parameter editor. The example
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project demonstrates one possible choice, which is compatible with the ATX PLL provided with the LL
40-100GbE IP core.

You must connect the tx_serial_clk input pin for each Low Latency 40-100GbE IP core PHY link to the
output port of the same name in the corresponding external PLL. You must connect the pl1_locked input
pin of the Low Latency 40-100GbE IP core to the logical AND of the pl1_locked output signals of the
external PLLs for all of the PHY links.

User logic must provide the AND function and connections. Refer to the example project for example
working user logic including one correct method to instantiate and connect an external PLL.

Related Information

« External Transceiver PLL on page 3-28

o Pin Assignments on page 2-19

o Arria 10 Transceiver PHY User Guide
Information about the correspondence between PLLs and transceiver channels, and information about
how to configure an external transceiver PLL for your own design. You specify the clock network to
which the PLL output connects by setting the clock network in the PLL parameter editor.

External Time-of-Day Module for Variations with 1588 PTP Feature

Low Latency 40-100GbE IP cores that include the 1588 PTP module require an external time-of-day
(TOD) module to provide a continuous flow of current time-of-day information. The TOD module must
update the time-of-day output value on every clock cycle, and must provide the TOD value in the V2
format (96 bits) or the 64-bit TOD format, or both..

The example project you can generate for your IP core PTP variation includes a TOD module,
implemented as two distinct, simple TOD modules, one connected to the TX MAC and one connected to
the RX MAC.

Table 2-7: TOD Module Required Connections

Required connections for TOD module, listed using signal names for TOD modules that provide both a
96-bit TOD and a 64-bit TOD. If you create your own TOD module it must have the output signals
required by the LL 40-100GbE IP core. However, its signal names could be different than the TOD module
signal names in the table. The signals that that the IP core includes depend on the Enable 96b Time of
Day Format and Enable 64b Time of Day Format parameters. For example, an RX TOD module might
require only a 96-bit TOD out signal.

TOD Module Signal LL 40-100GbE IP Core Signal

rst_txmac (input) Drive this signal from the same source as the reset_async
input signal to the LL 40-100GbE IP core.

rst_rxmac (input) Drive this signal from the same source as the reset_async
input signal to the LL 40-100GbE IP core.

tod_txmclk_96b[95:0] (output) tx_time_of_day_96b_data[95:0] (input)

tod_txmclk_64b[63:0] (output) tx_time_of_day_64b_data[63:0] (input)

tod_rxmclk_96b[95:0] (output) rx_time_of_day_96b_data[95:0] (input)

tod_rxmclk_64b[63:0] (output) rx_time_of_day_64b_data[63:0] (input)

clk_txmac (input) clk_txmac (output)

clk_rxmac (input) clk_rxmac (output)
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Related Information

o PTP Timestamp and TOD Formats on page 3-45
» External Time-of-Day Module for 1588 PTP Variations on page 3-45
« 1588 Precision Time Protocol Interfaces on page 3-39

Clock Requirements for 40GBASE-KR4 Variations

In 40GBASE-KR4 IP core designs, you must drive the clocks for the two IP core register interfaces
(reconfig_clk and clk_status) from the same clock source.

External TX MAC PLL

If you turn on Use external TX MAC PLL in the LL 40-100GbE parameter editor, you must connect the
clk_txmac_in input port to a clock source, usually a PLL on the device.

The clk_txmac_in signal drives the clk_txmac clock in the IP core TX MAC and PHY. If you turn off this
parameter, the clk_txmac_in input clock signal is not available.

The required TX MAC clock frequency is 312.5 MHz for 40GbE variations, and 390.625 MHz for 100GbE
variations. User logic must drive clk_txmac_in from a PLL whose input is the PHY reference clock,
clk _ref.

Placement Settings for the Low Latency 40-100GbE IP Core

The Quartus Prime software provides the options to specify design partitions and LogicLock™ regions for
incremental compilation, to control placement on the device. To achieve timing closure for your design,
you might need to provide floorplan guidelines using one or both of these features.

The appropriate floorplan is always design-specific, and depends on your full design.

Related Information

Quartus Prime Standard Edition Handbook Volume 2: Design Implementation and Optimization
Describes incremental compilation, design partitions, and LogicLock regions.

Low Latency 40-100GbE IP Core Testbenches

Altera provides a testbench , a hardware design example, and a compilation-only example design with
most variations of the Low Latency 40-100GbE IP core. The testbench is available for simulation of your
IP core, and the hardware design example can be run on hardware. You can run the testbench to observe
the IP core behavior on the various interfaces in simulation.

Altera offers testbenches for all Avalon-ST client interface variations that generate their own TX MAC
clock(Use external TX MAC PLL is turned off).

Currently, the IP core can generate a testbench and example project for variations that use an external TX
MAC PLL, but these testbenches and example projects do not function correctly. Non-functional
testbenches and example projects provide an example of the connections you must create in your design to
ensure the LL 40-100GbE IP core functions correctly. However, you cannot simulate them nor run them in
hardware.
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To generate the testbench, in the Low Latency 40-100GbE parameter editor, you must first set the
parameter values for the IP core variation you intend to generate. If you do not set the parameter values
identically, the testbench you generate might not exercise the IP core variation you generate. If your IP
core variation does not meet the criteria for a testbench, the generation process does not create a testbench
(with the exception of the non-functional testbench generated if an IP core requires an external TX MAC
clock signal).

You can simulate the testbench that you generate with your IP core variation. The testbench illustrates
packet traffic, in addition to providing information regarding the transceiver PHY. The 40GBASE-KR4
testbench exercises auto-negotiation and link training, in addition to generating and checking packet
traffic.

Related Information

o Generating the Low Latency 40-100GbE Testbench on page 2-29

+ Simulating the Low Latency 40-100GbE IP Core With the Testbenches on page 2-28
Instructions to simulate the 40GbE or 100GbE IP core with the IP core appropriate testbench you can
generate, including simulation parameters and supported simulators.

Low Latency 40-100GbE IP Core Testbench Overview

The non-40GBASE-KR4 testbenches send traffic through the IP core in transmit-to-receive loopback
mode, exercising the transmit side and receive side of the IP core in the same data flow. These testbenches
send traffic to allow the Ethernet lanes to lock, and then send packets to the transmit client data interface
and check the data as it returns through the receive client data interface.

Figure 2-6: Low Latency 40-100GbE non-40GBASE-KR4 IP Core Testbench
Ilustrates the top-level modules of the Low Latency 40GbE and 100GbE example testbenches.
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Figure 2-7: 40GBASE-KR4 LL 40GbE IP Core Testbench

Ilustrates the top-level modules of the LL 40GBASE-KR4 example testbench. To support the simulation of
auto-negotiation, the testbench uses two instances of the IP core instead of configuring the IP core in
loopback mode.
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Table 2-8: Low Latency 40-100GbE IP Core Testbench File Descriptions
Lists the key files that implement the example testbenches.

I R

Testbench and Simulation Files

basic_avl _tb_top.v Top-level testbench file for non-40GBASE-KR4
variations. The testbench instantiates the DUT and

runs Verilog HDL tasks to generate and accept

packets.
alt_e40 _avalon_kr4 tb.sv Top-level testbench file for 40GBASE-KR4
variations.
alt_e40_avalon_tb_packet _gen.v,alt_ Packet generator and checkers for 40GBASE-KR4
e40_avalon_tb_packet_gen_sanity_ variations.

check.v,alt_e40 _stat _cntr_lport.v

Testbench Scripts

run_vsim.do The ModelSim script to run the testbench.

run_vcs.sh The Synopsys VCS script to run the testbench.

run_ncsim.sh The Cadence NCSim script to run the testbench.
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Figure 2-8: Typical 40GbE Traffic on the Avalon-ST Interface

Shows typical traffic from the simulation testbench created using the run_vsim.do script in ModelSim.
In this case the IP core is a 40GbE IP core with adapters. In Stratix V variations the script is found in
<instance_name>_example_design/alt_eth_ultra/example_testbench/run_vsim.do and in
Arria 10 variations the script is found in <example_design_directory>/example_testbench/run_
vsim.do.

Note: Client logic must maintain the 14_tx_valid signal asserted while asserting SOP, through the
assertion of EOP. Client logic should not pull this signal low during a packet transmission.
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The markers in the figure show the following sequence of events:

1. At marker 1, the application asserts 14_tx_startofpacket, indicating the beginning of a TX packet.

2. At marker 2, the application asserts 14_tx_endofpacket, indicating the end of the TX packet. The
value on 14_tx_empty[4:0] indicates that the 2 least significant bytes of the last data cycle are empty.

3. At marker 3, the IP core asserts 14_rx_startofpacket, indicating the beginning of an RX packet. A
second transfer has already started on the TX bus.

4. At marker 4, the 40GbE IP core deasserts 14_rx_val id, indicating that the IP core does not have new
valid data to send to the client on 14_rx_data[255:0]. 14_rx_data[255:0] remains unchanged for a
second cycle, but because the 14_rx_val id signal is deasserted, the client should ignore the value on
the RX signals.

5. A marker 5, the 40GbE IP core asserts 14_rx_valid, indicating that it has valid data to send to the
client on 14_rx_data[255:0].

6. At marker 6, the 40GbE IP core deasserts 14_rx_val id, indicating that it does not have new valid data
to send to the client on 14_rx_data[255:0]. 14_rx_data[255:0] remains unchanged for a second
cycle.
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7. At marker 7, the 40GbE IP core asserts 14_rx_valid, indicating that it has valid data to send to the
client on 14_rx_data[255:0].

8. At marker 8, the 40GbE IP core deasserts 14_rx_val id, indicating that the 40GbE IP core does not
have new valid data to send to the client on 14_rx_data[255:0]. 14_rx_data[255:0] remains
unchanged for a second cycle.

9. At marker 9, the IP core asserts 14_rx_endofpacket, indicating the end of the RX packet.
14_rx_empty[4:0] has a value of 0x1D, indicating that 29 least significant bytes of the last cycle of the
RX packet empty.

Note: The ready latency on the Avalon-ST TX client interface is 0.

Related Information

Avalon Interface Specifications
For more information about the Avalon-ST protocol.

Understanding the Testbench Behavior

The non-40GBASE-KR4 testbenches send traffic through the IP core in transmit-to-receive loopback
mode, exercising the transmit side and receive side of the IP core in the same data flow. These testbenches
send traffic to allow the Ethernet lanes to lock, and then send packets to the transmit client data interface
and check the data as it returns through the receive client data interface.

The 40GBASE-KR4 testbench sends traffic through the two IP cores in each direction, exercising the
receive and transmit sides of both IP cores. This testbench exercises auto-negotiation and link training,
and then sends and checks packets in data mode.

The Low Latency 40-100GbE IP core implements virtual lanes as defined in thelEEE 