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Intel® Ethernet Controller I350
Datasheet

Networking Division (ND)

Features

External Interfaces provided:

PCIe v2.1 (2.5GT/s and 5GT/s) x4/x2/x1; called PCle in this
document.

MDI (Copper) standard IEEE 802.3 Ethernet interface for
1000BASE-T, 100BASE-TX, and 10BASE-T applications
(802.3, 802.3u, and 802.3ab)

Serializer-Deserializer (SERDES) to support 1000BASE-SX/
LX (optical fiber - IEEE802.3)

Serializer-Deserializer (SERDES) to support 1000BASE-KX
(802.3ap) and 1000BASE-BX (PICMIG 3.1) for Gigabit
backplane applications

SGMII (Serial-GMII Specification) interface for SFP (SFP
MSA INF-8074i)/external PHY connections

NC-SI (DMTF NC-SI) or SMBus for Manageability connection
to BMC

IEEE 1149.6 JTAG

Performance Enhancements:

PCIe v2.1 TLP Process Hints (TPH)

UDP, TCP and IP Checksum offload

UDP and TCP Transmit Segmentation Offload (TSO)
SCTP receive and transmit checksum offload

Virtualization ready:

Next Generation VMDq support (8 VMs)
Support of up to 8 VMs per port (1 queue allocated to each
VM

PCI-SIG I/O SR-IOV support (Direct assignment)
Queues per port: 8 TX and 8 RX queues

Power saving features:

Advanced Configuration and Power Interface (ACPI) power
management states and wake-up capability

Advanced Power Management (APM) wake-up functionality
Low power link-disconnect state

PCIe v2.1 LTR

DMA Coalescing for improved system power management
EEE (IEEE802.3az) for reduced power consumption during
low link utilization periods

IEEE802.1AS - Timing and Synchronization:

IEEE 1588 Precision Time Protocol support
Per-packet timestamp

Total Cost Of Ownership (TCO):

IPMI BMC pass-thru; multi-drop NC-SI
Internal BMC to OS and OS to BMC traffic support

Additional product details:

17x17 (256 Balls) or 25x25 (576 Balls) PBGA package
Estimated power: 2.8W (max) in dual port mode and 4.2W
(max) in quad port mode

Memories have Parity or ECC protection
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Revision History

Rev Date Comments
.3 1/8/2010 Initial public release.
.5 5/21/2010 Updated using latest internal specs.
1.0 1/7/2011 Updated using latest internal specs.
1.1 4/6/2011 Updated using latest internal specs.
Updated with latest internal specs.
1.9 4/14/2011 Version number moved to 1.9 for PRQ.
Added or updated:
e Section 6.4.2, Port Identification LED blinking (Word 0x04)
1.91 >/6/2011 e Section 13.1, Thermal Sensor and Thermal Diode
e Updated power numbers.
Added (improves coverage of 2-port 17X17 package):
1.92 5/10/2011 e Section 2.2.13, 2-Port 17x17 PBGA Package Pin List (Alphabetical)
e Section 2.2.14, 2-Port 17x17 PBGA Package No-Connect Pins
Updated.
e Section 1.6, I350 Packaging Options. Updated to cover both 17x17 options.
1.93 5/20/2011 . Sect!on 11-5, Flash Timing Diagram. Removed meanlngless line from diagram.
e Section 11.7.1.1, 17x17 PBGA Package Schematics. Corrected display issue
with diagram.
SRA release.
e RSVD_TX_TCLK was expressed as 1.25MHZ (clock speed). Corrected to
2.00 6/23/2011 125MHz in two places. See Table 2-10, Analog Pins, Table 2-23, PHY Analog
Pins.
e Section 11.7.2.1, 25x25 PBGA Package Schematics. Diagram updated.
e Section 8.5.5, Flow Control Receive Threshold Low - FCRTLO (0x2160; R/W).
2.01 6/24/2011 Changed: “at least 1b (at least 16 bytes)” to “3b (at least 48 bytes) Diagram
updated”.
e Figure 7-26, Figure 7-26 build issues corrected.
2.02 8/2/2011 e Section 10.6.3.16, Thermal Sensor Commands. Note added (“Thermal Sensor
configuration can be done only through NC-SI channel 0.”).
e Section 6.2.22, Functions Control (Word 0x21), bit 9 note; Section 9.4.11.4,
Base Address Register Fields, bit 9 description. Both contain the updated text:
“This bit should be set only on systems that do not generate prefetchable
cycles.”
e Section 8.26.1, Internal PHY Configuration - IPCNFG (Ox0OE38, RW) and
2.03 8/25/2011 Section 8.26.2, PHY Power Management - PHPM (0x0E14, RW); tables
reformatted.
e Table 10-49, Driver Info Host Command, Byte 1; description updated.
e Table 11-6, Power Consumption 2 Ports, DOa - Active Link row, total power
column has been corrected.
e Section 5.1.1, PCI Device Power States. Section updated. See text starting
with “The PCle link state follows the power management state of the device...”
e Section 6.3.11, NC-SI Configuration Module (Global MNG Offset 0x0A).
Register descriptions for a number off offsets have been updated. These
include: Offsets 0x01, 0x03, 0x05, and 0x07
2.04 9/16/2011 e Table 8-10, Usable FLASH Size and CSR Mapping Window Size. Table added to

Datasheet.

e Table 10-30, Supported NC-SI Commands. “Set Ethernet Mac Address”
corrected to “Set MAC Address”. “Clear Ethernet MAC Address” removed from
supported. This is an obsolete reference.
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Date

Comments

2.05

12/20/2011

Section 6.3.12.2, Traffic Type Data - Offset 0x1. Default values of 01 added for
all traffic types.

Section 6.4.9, Reserved/3rd Party External Thermal Sensor — (Word Ox3E).
New reserved section added. Section 8.16.28.1, Time Sync Interrupt Cause
Register - TSICR (0xB66C; RC/W1C). Note in section updated. New text:
“Once ICR.Time_Sync is set, TSICR should be read to determine the actual
interrupt cause and to enable reception of an additional ICR.Time_Sync
interrupt.”

Figure 12-6: Updated to correct error. Section 12.5, Oscillator Support:
Contains similar update in the section’s first bullet.

2.06

4/10/2012

Section 3.1.7.9, Completion with Completer Abort (CA). The discussion has
been corrected. The updated paragraph is: "A DMA master transaction ending
with a Completer Abort (CA) completion causes all PCle master transactions to
stop; the PICAUSE.ABR bit is set and an interrupt is generated if the
appropriate mask bits are set. To enable PCIle master transactions following
reception of a CA completion, software issues an FLR to the right function or a
PCI reset to the device and re-initializes the function(s).”

Section 6.3.9.17, NC-SI over MCTP Configuration - Offset 0x10. Phrase in bit 7
description updated. New text: “If cleared, a payload type byte is expected in
NC-SI over MCTP packets after the packet type...”

Section 6.4.3, EEPROM Image Revision (Word 0x05). Table updated; bit
assignment descriptions changed. Changed to: 15:12 EEPROM major version;
11:8 are reserved; 7:0 EEPROM minor version. Example given in note.
Section 9.6.6.2, LTR Capabilities (0x1C4; RW). The reserved fields (bits 15:13
and 31:29) now indicate RO, not RW.

Figure 11-11 : Coupling cap data in figure corrected;

changed 10pf to 1000pf.

Table 12-4, Crystal Manufacturers and Part Numbers. Footnote added to table
for 7A25000165. Text states: “This part footprint compatible with X540
designs.”
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Rev Date Comments

Section 2.3.4, NC-SI Interface Pins. Notes added. They specify pull-ups/downs
used when NC-SI is disconnected.
Section 7.8.2.2.5, Serial ID. New text provided: “The serial ID capability is not
supported in VFs.”
Section 8.8.10, Interrupt Cause Set Register - ICS (0x1504; WO). Time Sync
(bit 19) exposed.
Table 11-6, Power Consumption 2 Ports. Some numbers updated. See bold
copy.
Revised Table 2-15 - 2-Port 17x17 PBGA Package Pin List (Alphabetical); SDP2
and SDP3 connections.
Revised Section 2.3.8 (Power Supply and Ground Pins); removed C4.
Revised Section 2.3.9 (25x25 PBGA Package Pin List (Alphabetical); C4 signal
name change.
Revised Section 3.7.6.3.1 (Setting Powerville to Internal PHY loopback Mode);
added new bullet.
Revised Section 4.3.5 (Registers and Logic Reset Affects); step 10.
Revised Section 6.2.17 (PCIe Control 1 (Word 0x1B); bit 14 description.

21 3/22/2013 Rewsgd _Sectlon 6.3.9.17 (NC-SI over MCTP Configuration - Offset 0x10); bit 7
description.
Added Section 6.4.6.11 through Section 6.4.6.18 and (PXE VLAN Configuration
Pointer (0x003C) bit descriptions.
Revised Table 8-6 - Register Summary); Management Flex UDP/TCP Ports
address.
Revised Section 8.8.9 (Interrupt Cause Read Register - ICR (0x1500; RC/
W1C); bit 20 description.
Revised Section 10.5.8.1 (Transmit Errors in Sequence Handling); note after
table 10-10.
Revised Section 10.7.1.3 (Simplified MCTP Mode); removed payload type
references.
Revised Section 10.7.4.1 (NC-SI Packets Format).
Added Section 10.7.4.1.1 (Control Packets).
Revised Section 10.7.4.1.2 (Command Packets); payload type and message
type.
Revised Section 10.7.4.1.3 (Response Packets); payload type and message
type.
Revised Section 11.3.1 (Power Supply Specification); added second footnote.
Added Section 3.7.6.6, Line Loopback.
Section 6.2.24, Initialization Control 3 (LAN Base Address + Offset 0x24) —
Updated description of Com_MDIO field.
Section 8.1.3, Register Summary — Corrected offset value for VFMPRC in Table
8-6.
Section 8.27.3, Register Set - CSR BAR — Corrected Virtual Address and
Physical Address Base values for VFMPRC in associated table.
Section 8.28.43, Multicast Packets Received Count - VFMPRC (0x0F38; RO) —

22 1/27/14 Corrgcted address value.
Section 10.6.2, Supported Features, Table 10-30 — Changed “Supported over
MCTP” value from No to Yes for “Select Package” and “Deselect Package”
commands.
Figure 11-5 — Changed Output Valid symbol from Ty, to Ty to match
description in Table 11-15.
Figure 11-6 — Changed Output Valid symbol from Ty, to Ty to match
description in Table 11-16.
Section 13.5.4, Package Thermal Characteristics — Revised text related to
Flotherm* models.
Updated Section 6.5.7.2.

2.3 Updated Section 11.3.1.

' Updated Section 11.3.1.1.

Updated Section 13.5.4.

2.4 January 2016 Updated note under Table 2-20 (NC-SI Interface Pins; changed pull-up to pull-

down for pins NCSI_TXD[1:0]).




intel)

NOTE: This page intentionally left blank.

Intel® Ethernet Controller 1350 — Revision History



] ® >
Contents — Intel® Ethernet Controller 1350 l n tel

Contents
1 0 o e LT ot o o T 37
1.1 0T 38
1.2 BT aal[aTeY (oo AV A= T o Yo I Xl o 1V o o T PR 38
1.2.1 External Specification @and DOCUMENES......iiitieiiii e s e e s e e e e nenens 40
1.2.1.1 Network INterface DOCUMENTS ..iuuiuiit ittt ettt ettt e e st et e e e e e aeaeeereanaeans
1.2.1.2 [ (o1l N | =T =Tl I B o T U [ 1=y o 1 =P
1.2.1.3 Networking Protocol Documents...
1.2.1.4 Manageability Documents ...........
1.3 Lo Lo LU Tl A @ Y= Y PP
1.4 [T g =TI g =] = TP
1.4.1 | O L 0} (<] o = Lol PPN
1.4.2 N L= o S ) = o = [ =P
1.4.3 =01 I g = = [ PP
1.4.4 Serial Flash INterface v e ettt
1.4.5 111U g = T P
1.4.6 NC-SI I£1terface ..........................................................................................................
1.4.7 MDIO/I4C 2-Wire TNt At oiuiiitiiii it i i ettt ettt e e e r e et e et aaeeraeeaaeaananaenn
1.4.8 Software-Definable Pins (SDP) Interface
(GENErAl-PUIPOSE I/0) tuvitiuieie ittt e e e s s e e e e e s e e e e e a e s e e e n e neeneresnaneennrnenens 43
1.4.9 =] £ a1 =T o = ol PP 43
1.5 Features...........cooevvvnnns .43
1.6 I350 Packaging OptionS......ccovevvvininvenenennnnns .47
1.7 Overview of Changes Compared to the 82580 .......ciiiiiiiiiiiiii e 48
1.7.1 N =0T o g = o = [ PP 48
1.7.1.1 Energy Efficient Ethernet (IEEE802.3AZ) . ..vviuiuiiiiieiiiiae e seeene e seaeaasssneaesaaneenererenns 48
1.7.1.2 1 o 48
1.7.2 RV AT U= L2 | Lo o P 48
1.7.2.1 O ] 2 G 0 1Y PP PP 48
1.7.2.2 PromiscuOUS VLAN FilteriNg ....iuieiiiiiiiiiirt it e s s s e s e e e aeas 49
1.7.2.3 Improvements to VMDQ SWitChing ... e 49
1.7.2.3.1 PromiSCUOUS MOAES .. ..uieiiiiie ittt e et e e e neaaans 49
1.7.2.3.2 Microsoft NLB MOde SUPPOIt .. .cuiiiieiiiiiiiiir et eaen e 49
1.7.2.4 Number of Exact Match Filters
1.7.2.5 Support for 2K Header Buffer ...
1.7.2.6 Support for Port Based VLAN ..
1.7.2.7 Header SPlit 0N L2 HEAAEK .. vttt ettt e e et et e e r e e e e e eneaeans
1.7.2.8 Updated Pool Decision Algorithm......coiiiiii e 49
1.7.2.9 0= ] oL PPN 49
1.7.3 [ (O 1S I Y =T o = PP 50
1.7.3.1 S YU 5] o 50
1.7.3.2 J R 1T @ o 1= oo T 50
1.7.3.3 Alternative Routing-ID Interpretation (ARI) ....ciiiiiiiii i eaeas 50
1.7.3.4 Link State Related Latency Tolerance Reporting (LTR).....vuviviieiiiininiiiiiinienenanenens 50
1.7.3.5 ACCESS CONEIOl SEIVICES (ACS) 1uiuiuieitiiiiitit ettt e et s e e s e erees 50
1.7.3.6 ASPM Optionality Compliance Capability ......ouvuiiiiiiiiiiii e 50
1.7.4 ManNageability .uuvui e 51
1.7.4.1 AUEO-ARP REPIY ON SMBUS .. ..ttt ettt e st s e e e s e et e raeas 51
1.7.4.2 N @Y oo o 0 =T o {3 PP 51
1.7.4.2.1 NC-SI Hardware Arbitration ...... ..o 51
1.7.4.3 (@SR e TN =1 (O I = 1 i PP 51
1.7.4.4 DMTF MCTP ProtOCOl OVEr SMBUS ... .uuiiieitiieieieeneieaes et e e eee e e e e sarae e anenenerernans 51
1.7.4.5 02 42 La e TP PP 51
1.7.5 o O 1 U T ] =N 52
1.7.6 ATV 2= a A i o] a I\ (=T VoY VA = o] P PR 52
1.7.7 1210\ I Oo 1] ol 2 U=Te [ Lot o [ ] o PP 52
1.7.7.1 ON-Chip 1.8V LVR CONEIOl . .vitiiiiieiiiiie sttt s e e e s e e e s s e e aeaas 52
1.7.7.2 ON-Chip 1.0V SVR CONEIOl .ttt ettt e e ettt e e s e e e eaaeneanes 52
1.7.7.3 L 1= 0 F= LIS =T Yo T PP
1.8 (DN (ol D - | = I = [0} PP
1.8.1 Transmit Data Flow....
1.8.2 Receive Data Flow....
2 o T o T 5 L = o = o .1
2.1 1] 1o L= ] 1877 oL\ = o o o PPN 55
2.2 17x17 PBGA Package Pin ASSIGNMENT ... .uuiiiiiiiiiiin e 55
2.2.1 0 PP 55
2.2.2 Flash and EEPROM POItS ...iuuivieiiiieiieiiie st e eeese s eseenesa e s e e e e seneresnenene e rnenennnens 56
2.2.3 System Management Bus (SMB) Interface .......cocooiiiiiiiiiiiiin 57
2.2.4 N @Y I g =T o = T o T PP 57
2.2.5 MiISCEIIANEOUS PiNS 1uiuiieieiiiiie ittt s e e et e e e s s e e a e s e sa e e e e e e n s e e ansneneneaernanennnnrnrnens 58



=
~r
@

W W NNVIVNN
oNoUTA

e

Intel® Ethernet Controller 1350 — Contents

2.2.6 1] BT S A 1 b S =T =P
2.2.7 10 L 10 = N
2.2.8 o A 10 PN
2.2.8.1 I PP
2.2.8.2 Lo AN =1 o Y T =T o T PP
2.2.9 Voltage ReguIator PiNS ... e
2.2.10 TS Aty PiNS ottt e e e
2.2.11 Power Supply and GroUnd PiNS  ...iiiiiiiiiiiii i e et e et
2.2.12 4-Port 17x17 PBGA Package Pin List (Alphabetical)
2.2.13 2-Port 17x17 PBGA Package Pin List (Alphabetical)
2.2.14 2-Port 17x17 PBGA Package NO-CONNECE PiNS ...civieieiiiiiiiii s iee e seee e e senennnnenenes
25x25 PBGA Package Pin ASSIGNMENT .u.u.uiiiieiiini ettt e e s
2.3.1 8 L PR
2.3.2 Flash @nd EEPROM POItS ..uuuuirieiuiieisiesiieaessssaeaesssneesesesnsnenensssseasansnensnerernensnennrnenensnnns
2.3.3 System Management Bus (SMB) Interface .......coooiiiiiiiiiiiiii
2.3.4 N L@y I g = T 1o PP
2.3.5 MiISCEIIANEOUS PiNS w.vitieiitieitiiei ittt e e s e e e s e s e e s e e r e e e e e e s e asn e rer e e e e e rnenennneanns
2.3.6 L A = 0 N
2.3.6.1 I PP
2.3.6.2 [ AN =1 o Y [ =2 o = PP
2.3.7 TeSEADIlItY PiNS it
2.3.8 Power Supply and Ground Pins .................
2.3.9 25x25 PBGA Package Pin List (Alphabetical) .
PUNUPS/PUITAOWNS 1. e e
g =T =T Y D= = o 4 PP
17x17 PBGA Package Ball-OuUt .. ...ttt a et
25X25 PBGA Package Ball-OuUt . ..uviiiiii ittt ettt et et e e e et r e e e
=] oo 3 1 1 1= o
3.1.1 Lo O L @ AT Y = PN
3.1.1.1 Architecture, Transaction and Link Layer Properties .........cocvviiiiiniiiiiiinnnees 94
3.1.1.2 Physical INterface PropertiES. v ettt e e e e e e e e e e 95
3.1.1.3 P Na A=Y o= Te I =T 1] o T =3P
3.1.2 Functionality - General
3.1.2.1 Native/Legacy ..............
3.1.2.2 Locked Transactions...
3.1.3 [ (o 1= w1 =T o = [ o PP
3.1.3.1 1= 5 L= PPN
3.1.3.1.1 TAG ID Allocation for Read Transactions
3.1.3.1.2 TAG ID Allocation for Write Transactions ........ccoeiiiiiiiiiiiiiie e 97
3.1 Completion TimeoUt MECHANISIN ...t eeaeaeans 98
3.1.3.2. Completion TIMeEOoUL Period ... ..ouviuiiiiiii i e e 99
3. TranNSACHION LAy @I .o e 99
3. Transaction Types Accepted by the I350 ....iiuiiiiiiiiiii e 99
3.1.4.1.1 Configuration Request Retry Status .......ccvvveiiiiiiiniieiiirreir s eenenees 100
3.1.4.1.2 Partial Memory Read and Write ReqUEeSES.......cocvvvviiiiiiiiiiii e 100
Transaction Types Initiated by the I350 ...ccviiiiiiiii e
3.1.4.2.1 Data Alignment.........ocoeviiiviiiiiieneennns .
3.1.4.2.2 Multiple Tx Data Read Requests (MULR) ...
i FT=TT= o 1= PP
3.1.4.3.1 Message Handling by the I350 (as @ RECEIVEN) .uvvivviiiiieiiiiiiiiiiine e 102
3.1.4.3.2 Message Handling by the I350 (as a Transmitter) ........coovviiiiiiiiiin e, 102
3. (1 = o T To I U1 L= PR 103
3.1.4.4.1 Out of Order Completion Handling ......oviviiiiiiiii e e 103
3. Transaction Definition and AtERbDULES ..o 103
3.1.4.5.1 MaX Payload Size ..ouviuiiiiiiiii i 103
3.1.4.5.2 LS = DT @ L e 1= o T T PP 104
3.1.4.5.3 1] L0 o] o 30 VT 1wl 2 =Ta | U ] = 104
3.1.4.5.4 No Snoop and Relaxed Ordering for LAN Traffic......c.cviviiiiiiiiiiiiiiiiinns 104
3.1.4.5.5 TLP processing HiNt (TPH) ..vuviriiieie e s e e e e e e e e e e aenennanes 105
[ (o 17 A oo 1 o] RPN 105
3.1.4.6.1 1350 Flow Control Rules ............ ...105
3.1.4.6.2 Upstream Flow Control Tracking.. ...106
3.1.4.6.3 Flow Control Update FreqUEeNCY ... ...cvviiiiiiiniiiiiiii s 106
3.1.4.6.4 Flow Control Timeout MechaniSm ......coviiiiiiiii e 106
3.1.4.7 =] o ol o T V= [ e | g PPN 106
3.1.5 Data LinK LAy er uuisiniiitiii e e 107
3.1.5.1 F X O N\ Y S 1= 0T PP 107
3.1.5.2 YU o] o] i ut=Te [ I PP 107
3.1.5.3 Transmit EDB NUIFYING . ouveiniiiiii e 108
3.1.6 P SICal LAY Ol ittt 108
3.1.6.1 [T ] QS o =TT PN 108
3.1.6.2 [T 012G T | o o T PPN 108



] ® >
Contents — Intel® Ethernet Controller 1350 l n tel

3.2

3.3

3.4

3.5

3.6

3.7

3.1.6.3 Lo = TV 11V =T o= o] o PPN 109
3.1.6.4 0 T ot ol = (= YOO 109
3.1.6.5 LanE-10-Lane DE-SKEW ...ttt ettt e ettt e et e e e et e e et e et e e aaaas 109
3.1.6.6 Y T S 7= =T | PP 109
3.1.6.7 ST = 110
3.1.6.8 SCramM bl DiS@abIE .. ettt e 110
3.1.7 Error Events and Error REPOMING ..ouiiuiiiiie it et et e e e e e e eaaens 111
3.1.7.1 Yol s =Y VT o IR T T =T 0 1= o= PP 111
3.1.7.2 Error Events......ccooviiiiiiiiiiininnnns 111
3.1.7.3 Error Forwarding (TLP poisoning) . ...113
3.1.7.4 S PP 113
3.1.7.5 Partial Read and Write€ REQUESES ......ouvuiiiiiiii i 113
3.1.7.6 ol o | 1) o[ PP 114
3.1.7.7 Completion with Unsuccessful Completion Status ......cociiiiiiiiiiiiiiic e 114
3.1.7.8 =g o] ol X=To o o [ T @] T= o o =T N 114
3.1.7.9 Completion with Completer ADOIt (CA) ...t e e aanes 115
3.1.8 O Eo 0N = ol oY g = o =T o 1= o | PN 115
3.1.9 PCIe Programming INterface. . ..ociu i et 115
e Te T=Ta a1 oLl g =Y o = Yol T O PPEN 115
3.2.1 1 1T PP 115
3.2.1.1 (=T (=1l 2 7=T 2 T= 1Y/ o PP 116
3.2.2 NC-SI..iiiiiiiiiiiiiieens .116
3.2.2.1 Electrical Characteristics ... ...116
3.2.2.2 N (O R I = 1= = o o P 116
LTI =1 =1 2 ] PP 117
3.3.1 = 2O\ I g = = [ PP 117
3.3.1.1 (L] == L O LY VA (o) PP 117
3.3.1.2 0 TV Tl P 117
3.3.1.3 HW TNitial LOAA PrOCESS. tuvuitititinitieieeee e eeensteassssneeaeresaenee e raenraeaeansnenenereenanenennrnes 118
3.3.1.4 S0 L R A oY= T PP 121
3.3.1.5 EEPROM Detection and Signature Field ........ooeiiiiiiiiiiiii i es 122

3.3.1.5.1 (== o @ B T <ot o [ o PP 122

3.3.1.5.2 Detection of Valid EEPROM IMAge .....cciviuiiiiiiiiiiiniiieineienieese s snenesaas 122
3.3.1.6 Protecte@d EEPROM SP@CE 1ttt ittt et e ettt ettt et et et e e e et et e e et e e e e e et ea e e e e aeneans 123

3.3.1.6.1 Initial EEPROM Programming ........ ...123

3.3.1.6.2 Activating the Protection Mechanism............ccooviiiiiininnnnns ...123

3.3.1.6.3 Non Permitted Accessing to Protected Areas in the EEPROM...........ccvvvvenenn. 123
3.3.1.7 EEPROM RECOVEIY 11iuiuiutitiaiaititttististra et era st s sttt s e s et e s e s e st e s st e e s s e e e e es 124
3.3.1.8 EEPROM-LESS SUPPOIT 1 .uiititiiitiiiitiiti sttt et ettt e e aaenaens 125

3.3.1.8.1 Access to the EEPROM Controlled Feature........coovvvieiiiiiiiiiiiiennseeee 125
3.3.2 ST a=Te = =1 20 ] PP PPN 126
3.3.2.1 EEPROM DeadlOCK AVOIdANCE ... vttt tttieett ettt et te st et e e e e s et e e e e et e e e e e e e aeaneannns 126
3.3.2.2 EEPROM Map Shar€d WOrdS . .uuuiieiiiiiiie ittt et et et et e et et e e e e e e e e s e e e eae e eneaaeaaans 127
3.3.3 Vital Product Data (VPD) SUPPOIT...uiuieiiiiie i e 127
3.3.4 o ] o T o L] o = Lol PRSPPI 129
3.3.4.1 Flash Interface Operation ...ttt ettt e e e e e aeaaans 129
3.3.4.2 [ =] T ) I @] o) oo PPN 129
3.3.4.3 ] g = g TSI @] o1 o o | PP 130
3.3.5 Shared FLASH .............. .130
3.3.5.1 Flash Access Contention... ...130
3.3.5.2 Flash DeadloCK AVOIA@NCE .. .u.uiiriiti ittt ittt et e et e et et et e e et et e e e e eneaaaneanens 130
(@oTa ] o T =1 o] [T /@ I =T o T PPN 131
3.4.1 General-Purpose I/0 (Software-Definable PiNS) .....c.civiviiiiiiiiiiiii 131
3.4.1.1 SDP usage for SFP CONNECHIVITY . ..vuiiiiiii e 132
3.4.2 SOfEWArE Watthaog . v e 132
3.4.2.1 WatChdOg REAIMM c.uiuieii e 132
3.4.3 I 1 PPN 133
LY o] L= Yo ToI o [U] = o) = PP 133
3.5.1 RSV AV 2 @] o e | PP 134
3.5.2 B LY V= @] oYl o Y [P PPN 135
BT = 1 ST= 0 =TT PP 135
3.6.1 Initializing Thermal Sensor............... .136
3.6.2 Firmware Based Thermal Management. ...137
3.6.3 Thermal SENSOr DIagNOStiCS ..uvueiieitiitit ittt e ettt e et e asaaeeeaneneans 137
3.6.4 Thermal Sensor CharaCteriStiCS . ... et e e e e aeens 137
N o) g L g =] o = Lol T O 138
3.7.1 L0 Y=o 138
3.7.2 MAC FUNCEIONAIEY 1uiviieei i 139
3.7.2.1 Internal GMIL/MII TNt A cu ittt ittt ittt r e et aa et e e et e aa e e aneraeerneaaaens 139
3.7.2.2 MDIO/MDC PHY Management INterface ... .coviuiiiiii i e es 139

3.7.2.2.1 Detection of External I2C or MDIO ConNECtioN .......ccviviiiiiiiiiiiiiiiiieaieeeeanes 140

3.7.2.2.2 MDIC and MDICNFG register USAge.......ocvuviiiiniiriiiiiiieieieienesseeesasaanes 140
3.7.2.3 Duplex Operation With Coppear PHY ... e es 141

3.7.2.3.1 FUIT DUPIEX 1ttt e as 141

3.7.2.3.2 L =T 0T = 141



Intel® Ethernet Controller 1350 — Contents

3.7.3 SerDes/1000BASE-BX, SGMII and 1000BASE-KX SUPPOIT ...ccvviviiiiiieiiiiiieineeie e 142
3.7.3.1 SerDes/1000BASE-BX, SGMII and 1000BASE-KX Analog BIOCK.......cocvviviiiiiiiiiiiiiineeeeane 142
3.7.3.2 SerDes/1000BASE-BX, SGMII and 1000BASE-KX PCS BlOCK........ocviiiiiiiiiiiiiiiiecieneneeaa 142
3.7.3.3 GbE Physical Coding SuUb-Layer (PCS) ...iuiiiiiiiiiiiii i et e e aeeaes 143
3.7.3.3.1 8B10B ENcoding/DeCOAING .. cuvviriuieieieisaeaereenaneeneseenseneansnensneaesnsnenenenenes 143
3.7.3.3.2 Code Groups and Ordered SetsS ....uouiiiiiiiiiii e 143
3.7.4 Auto-Negotiation and Link Setup FEatUreS ... ..ouiiiiiiiiii i 144
3.7.4.1 SerDes/1000BASE-BX Link Configuration .......cocveieieiiiiiiiin i e een e e neneneenas 145
3.7.4.1.1 Signal Detect Indication..... ...145
3.7.4.1.2 MAC Link Speed......cceovveieiiiiiiiiiiiiinneeene ...145
3.7.4.1.3 SerDes/1000BASE-BX Mode Auto-Negotiation ......c..vvivieieiiiiiiiniiiiiiieneneeans 145
3.7.4.1.4 Forcing Link-up in SerDes/1000BASE-BX MOde........coviviviiiiiiiiiiiininineeen 146
3.7.4.1.5 HW Detection of Non-Auto-Negotiation Partner.........ccccovviiiiiiiiiiiiiiinnnns 146
3.7.4.2 1000BASE-KX Link Configuration .......cccceeisieieiiiiie s s eseereresnseenasnesnenesnnnenenenes 146
3.7.4.2.1 MAC LINK SPEEA ottt 147
3.7.4.2.2 1000BASE-KX Auto-Negotiation ........ccoveieiiiiiiiiiiene e e 147
3.7.4.2.3 Forcing Link-up in 1000BASE-KX MOAE........ioiiiieiriiiieieieiiiineneeenenenesnanenenes 147
3.7.4.2.4 1000BASE-KX HW Detection of Link Partner.........c.ccovvviiiiiiiiiiiiii e 147
3.7.4.3 SGMIT LinK ConfigUration ...t ettt e e ea e e e eaes 147
3.7.4.3.1 SGMII Auto-Negotiation .....uiiieii e 147
3.7.4.3.2 Forcing Link in SGMIT MOde.....couiiiiiiiiiiii e 148
3.7.4.3.3 MAC Speed Resolution ....... ... 148
3.7.4.4 Copper PHY Link Configuration..........cvvviiiieiiiiinesinieieneneneneens ... 148
3.7.4.4.1 PHY Auto-Negotiation (Speed, Duplex, Flow Control).........cocvvviiiiiiiiiiiinennns. 148
3.7.4.4.2 MAC Speed ReESOIULION ...viiiieii i e reaaaas 149
3.7.4.4.3 MAC Full-/Half- Duplex ReSolUtioN ... ..ciiiiiiiiiiii e 150
3.7.4.4.4 USiNG PHY REQGISEEIS .iuviiiiiiiiiiiiiiiii e 150
3.7.4.4.5 Comments Regarding Forcing LinK......c.ccvviiiiiiiiii e e 150
3.7.4.5 Loss of Signal/Link Status INdiCation .......ccoeieieiiiiiii e e e e aeaens 150
3.7.5 Ethernet FIOW Control (FC) ...ttt et e e e e aeas 151
3.7.5.1 MAC Control Frames and Receiving Flow Control Packets.........cvviiiiiiiiiiiiiiiiii i eeeen 151
3.7.5.1.1 Structure of 802.3X FC PacCKetS.....iiuiiiiiiiiii e e 151
3.7.5.1.2 Operation and RUIES ..o e 152
3.7.5.1.3 TimMiNg ConSiderationS. . uu.e i e 153
3.7.5.2 PAUSE and MAC Control Frames Forwarding . ...153
3.7.5.3 Transmission of PAUSE Frames................. ...153
3.7.5.3.1 Operation @and RUIES .....iiuiiiiii e e 154
3.7.5.3.2 Software Initiated PAUSE Frame TranSmiSSiON ........coouvieiieiiiiiiieiiiiiieaieinenens 155
3.7.5.4 | G @] okl o] =T g o B == T 1 T N 155
3.7.5.4.1 L Do I N o R =Y g = [ o P 155
3.7.6 LOOPDACK SUPPOT 1ttt e 155
3.7.6.1 (1T =T = | PP 155
3.7.6.2 MAC LOOPDACK .ttt e 156
3.7.6.2.1 Setting the 1350 to MAC Loopback Mode .......cccvviiiiiiiiiiii e 156
3.7.6.3 =T T= I o I A 1o To T o] o Y- o] G N 156
3.7.6.3.1 Setting the 1350 to Internal PHY loopback Mode........c.covvviiiiiiiiiiiiiiiiieneen 156
3.7.6.4 SerDes, SGMII and 1000BASE-KX Loopback .........ccvuviiiiiniiiiiiisn e 157
3.7.6.4.1 Setting SerDes/1000BASE-BX, SGMII, 1000BASE-KX Loopback Mode............ 157
3.7.6.5 External PHY LOOPDaCK ..viiuiiiiii i e e ...158
3.7.6.5.1 Setting the 1350 Internal PHY to External Loopback Mode.. ...158
3.7.6.6 LiNE LOOPDACK .ouvieitiiiiiti e e 158
3.7.7 Energy Efficient Ethernet (EEE) ....c.oiiiiriiii i et aa e 159
3.7.7.1 Conditions to Enter EEE TX LPI .....uiiii ittt e e e e e e e e eneaes 160
3.7.7.2 Exit of TX LPI t0 ACEiVe LINK STate ..oiviiiiiiiiiiiii ettt e e e e 160
3.7.7.3 ] = =AY W) oo R =T o ] = | [ ] o PP 161
3.7.7.4 EEE Link Level (LLDP) Capabilities DiSCOVENY .....iviieiuiuiiniiiiiiiniis s 161
3.7.7.5 Programming the I350 for EEE OPeration .......ocvuviieieiiiiiiiiiiiiinsr e seaens 162
3.7.7.6 ] S = o 1] =P 163
3.7.8 Integrated Copper PHY Functionality......c.cooviiiiiiiii e 163
3.7.8.1 Determining LiNK SEate ...
3.7.8.1.1 = 1T 0 P
3.7.8.1.2 Forced Operation .... .
3.7.8.1.3 Auto Negotiation
3.7.8.1.4 Parallel Detection
3.7.8.1.5 Auto Cross-Over
3.7.8.1.6 10/100 MB/s Mismatch ReSOIULION ...iuuiiiiiii i i e e eaes 166
3.7.8.1.7 [T QO 1 = o - PP 167
3.7.8.2 (1] =g [ aF=TaTel=T 1= o | =N 167
3.7.8.2.1 SMAMESPEEA .. it e 168
3.7.8.3 L (01T o T | o PP 168
3.7.8.4 Management Data INterface .......coviiuiiiiiii 169
3.7.8.5 Internal PHY Low Power Operation and Power Management ........cocovvviiiiniinineniinninenennnns 169
3.7.8.5.1 Power Down via the PHY Register......ocviiiiiiiiiiiii i aea s 169
3.7.8.5.2 Power Management State.........coviiiiiiiiiii 169
3.7.8.5.3 Disable High Speed Power Saving Options .......cccvvvviiiiiiiniiiin e 170



] ® >
Contents — Intel® Ethernet Controller 1350 l n tel

3.7.8.5.4 Low Power Link Up - Link Speed Control......c.ccvviiiiiiiiiiiiiiiii e 170
3.7.8.5.5 Internal PHY Smart POWEr-Down (SPD) ...cuiiiiiiiiiiiiieieiiieneee e ienenesnenenenenes 172
3.7.8.5.6 Internal PHY Link Energy DetecCt.......ccoviiiiiiiiiiiici e 173
3.7.8.5.7 Internal PHY Power-Down State ......c.cciviriiiiii e eees 173
3.7.8.6 P Ya (Y Tel=Te [ DT T T | o Fy [l PP 173
3.7.8.6.1 TDR - Time Domain Reflectometry......cccoviiiiiii s 173
3.7.8.6.2 Channel FreqUeNCY RESPONSE. ... vttt e e e eaaas 174
3.7.8.7 1000 MD/S OPIAtION .. ittt ittt e e e e
3.7.8.7.1 Introduction ........... .
3.7.8.7.2 Transmit Functions..
3.7.8.7.3 Receive FUNCLIONS ... e e
3.7.9 Media Auto Sense .....................................................................................................
3.7.9.1 F YU oo T =T g F === U o
3.7.9.1.1 SerDes/SGMII/lOOOBASE KX Detect Mode (PHY is Active) ....covvvvviiiiiiiinnnnnnn. 180
3.7.9.1.2 PHY Detect Mode (SerDes/SGMII/1000BASE-KX is active) ......ccccvvvevniiininnnnns 181
3.7.9.2 SWiItChing DetWEEN MEAIAS. 1.iviitiiti it e e e e e e eaaes 181
3.7.9.2.1 Transition to SerDes/1000BASE-KX/SGMII MOAES.....ccvviriiineiiriineeineiieeineness 181
3.7.9.2.2 Transition to Internal PHY MOde ....ouviuiiiiiiiiiiii it aa s 181
4 B0 T o= T 1 1 oo T 183
4.1 00 V=T 0 183
4.1.1 POWEI-UDP SEOUENCE ..ttt ettt ettt e n e nnas 183
4.1.2 Power-Up TimiNg Diagraml. ... et e e e et e e s e s e s e aaeeeaens 184
4.2 Reset Operation .........cocvviiiiininnnns ...185
4.2.1 Reset Sources .... ...185
4.2.1.1 [N N V1T €10 1 1 5 2 PP 185
4.2.1.2 o S SR I AT PPPP 185
4.2.1.3 IN-Band PCLe RESET. .. ittt et et et et e e ettt e et e et et aae e raeas 185
4.2.1.4 [DJC] o o ol o 3 10 R I =T 1= T o P 185
4.2.1.5 Function Level ReSet (FLR) ....iuiuiriiiiiiiiiiie i e s a e 186
4.2.1.5.1 PF (Physical Function) FLR or FLR in non-IOV Mode........cocvvviiiiiiiniiiiiiieinnne, 186
4.2.1.5.2 VF (Virtual Function) FLR (Function Level Reset) ......ccoovviiiiiiiiiiiiiiiiiinieens 186
4.2.1.5.3 IOV (IO Virtualization) Disable .......ccvviiiiiinii e
4.3 10 L= L I 2T o PN
4.3.1 FUll Port SOftWare RESEE (RSO T ) . ittt ittt ittt e e e aaaeaaeas
4.3.2 Physical Function (PF) Software ReSet........ciiuiiiiiiiiiiiii e
4.3.3 VF Software Reset ...........ccovvvvnininnns
4.3.4 Device Software Reset (DEV_RST) ....
4.3.4.1 BME (Bus Master ENable) ...
4.3.4.2 =N 10
4.3.4.3 [ @ 1 I 2T = PP
4.3.4.4 e A 2SN
4.3.5 Registers and LogiC ReSet AffECES ..uuiuiii i e
4.3.6 PHY Behavior During a Manageability SEeSSION ... ..c.vviiiiieieiiiii e
4.4 [0 a T uTo] o I B 1] o] L= PPN
4.4.1 LT T o | PPN
4.4.2 LY== PN
4.4.3 Disabling Both LAN Port and PCIe FUNCLION .....ouiviiiiiiiiirnis s
4.4.4 Disabling PCIe FUNCEION ONIY ..ottt et et r e e e e e e et e n e e e e eneneans
4.4.5 PClIe Functions to LAN Ports Mapping... .
4.4.6 Control OptionsS ..v.vvvvviiviiiiiiiias
4.4.7 Event Flow for Enable/Disable FUNCLIONS ......cciuieiiiiieiiir e eeens
4.4.7.1 MUlti-FUNCEION AdVErtiSEMENT . vt e e e e e e e e eneenees
4.4.7.2 Legacy Interrupts ULIlization ... ..o
4.4.7.3 o VYT gl =Y o To ] o o | o [P
4.5 (DY Aol I 1 =T o] < PP
4.5.1 BIOS Handling of Device Disable ... ...ooviiiiiiiiiiiii
4.6 Software Initialization and DiagnOStiCS. .. .uuuiiriie it
4.6.1 g fo Yo [ o o PN
4.6.2 POWEE UP SEate L.uiiiiiiiiii i e
4.6.3 INitialiZation SEQUENCE. .. vttt e
4.6.4 Interrupts DUring INitialization ......o.eeie i e e
4.6.5 Global Reset and General Configuration ........ocviiiiiin
4.6.6 Flow Control Setup....covviiiiiiiiii e
4.6.7 Link Setup Mechanisms and Control/Status Bit Summary .
4.6.7.1 PHY InitialiZation. ... et e s
4.6.7.2 MAC/PHY Link Setup (CTRL_EXT.LINK_MODE = 00D) ....cciviriiieieiiiiineie e reeeeeeneeeeas
4.6.7.2.1 MAC Settings Automatically Based on Duplex and
Speed Resolved by PHY (CTRL.FRCDPLX = Ob, CTRL.FRCSPD = Qb).............. 204
4.6.7.2.2 MAC Duplex and Speed Settings Forced by Software Based
on Resolution of PHY (CTRL.FRCDPLX = 1b, CTRL.FRCSPD = 1b) ......cevvvuunnens 205

4.6.7.2.3 MAC/PHY Duplex and Speed Settings Both Forced by Software
(FL)I“y Forced Link Setup) (CTRL.FRCDPLX = 1b, CTRL.FRCSPD = 1b, CTRL. SLLZJO—
...................................................................................................... 5

11



Intel® Ethernet Controller 1350 — Contents

4.6.7.3 MAC/SERDES Link Setup

(CTRL_EXT.LINK_MODE = 11D) 1itiututitiuiiieieiniieeeeaeeseseensenessssasassnsnsnesesnsnsnennrnensnens 206
4.6.7.3.1 Hardware Auto-Negotiation Enabled (PCS_LCTL. AN ENABLE = 1b;
CTRL.FRCSPD = 0b; CTRL.FRCDPLX = 0) t.iuveviiieirineeinineneienerneneneneresnanenenes 206
4.6.7.3.2 Auto-Negotiation Skipped (PCS_LCTL. AN ENABLE = 0b;
CTRL.FRCSPD = 1b; CTRL.FRCDPLX = 1) tciiiitiiiuiiiiiniiiiieiine e eannenenenes 206
4.6.7.4 MAC/SGMII Link Setup (CTRL_EXT.LINK_MODE = 10D)...ccciuiiiiiiiiiiieiiieieienenaeeneeens 207
4.6.7.4.1 Hardware Auto-Negotiation Enabled (PCS_LCTL. AN ENABLE = 1b,
CTRL.FRCDPLX = Ob, CTRL.FRCSPD = 0b) ..vvtiiiiiiiiiniiiiiiiiiie e e eeeene 207
4.6.7.5 MAC/1000BASE-KX Link Setup
(CTRL_EXT.LINK_MODE = 01D) . 1ututitiuiuiieininiininsntaeneseesenenennsnssaeansnsnsneresnsnsnennrnsnsnens 207
4.6.7.5.1 Auto-Negotiation Skipped (PCS_LCTL. AN ENABLE = 0Ob;
CTRL.FRCSPD = 1b; CTRL.FRCDPLX = 1) titiiiiiiieiiine e reeeenenesnenenenes 207
4.6.8 Initialization Of StatistiCS ..vviiii i
4.6.9 Receive TNitialiZation .o.uiie i i i i e
4.6.9.1 Initialize the Receive Control REGISEEI ...i.uii i e eeaes
4.6.9.2 Dynamic Enabling and Disabling of Receive QUEUES ........ccvivieiiiiiiiiiiiein e eeeens
4.6.10 Transmit INitializZation ..o e
4.6.10.1 Dynamic Queue Enabling and Disabling.......ccccviiiiiiiiiiii i
4.6.11 Virtualization Initialization FIOW ......uuveiri i e e s e e e aens
T I T A ¥\ T [ 1o Yo [ PP
4.6.11.1.1 Global Filtering and Offload Capabilities.... .
4.6.11.1.2  Mirroring rules. ........cooviviviiininiiiiiiennnns
4.6.11.1.3  Per PoOl SettiNgsS.....cciviuiiiiiiiiir i
4.6.11.1.4  SeCUNLY FEAtUMES . vttt et a e e r s e r e ae e a e anneanans
LT e R () VA K o 11 =1 2= o[ o PP
4.6.11.2.1  PF Driver Initialization.....ccoiiiiii i e e
4.6.11.2.2  VF Driver Initialization .......oiiiiiiiii e e
4.6.11.2.3  Full Reset CoordinNation ........oovieirieiiie i e e e e ae e e e n e eneaenennas
L T I AV o Y I PN
4.6.12 Alternate MAC AddresSs SUP PO vttt et e e e aneaaens
4.7 ACCESS 10 ShArE€d RESOUICES ... .uiitiiiiiiteie ettt et et er et ettt e st e e et e e et et e e eneane e ana e aenns
4.7.1 Acquiring Ownership Over @ Shared RESOUICE .......viviiiiiiiiiiiiiir e e
4.7.2 Releasing Ownership Over @ Shared RESOUICE......iviiuiieiiiii ittt eeaaaeas
4.7.3 Software to Software MailDOX ... .ouviiiiii e
5 Power Management.......cccveiiiimrimsiesnsssmsassnnssnssessnsssssnsanssnssnsnnnsnssansansnnsnnsnnsnnnsnnsnns 217
5.1 General Power State INfOrmation ... e e e e
5.1.1 PCIL DeVice POWET SEates ..uuiiii i et r e e
5.1.2 PCIE LiNK POWEE SEateS .. vttt ettt et e et e e s e e e r e e e e e e e e e e neeens
5.2 oL V=T ] = L = PN
5.2.1 DO Uninitialized State (DOU) ..ouuuieieiiiie s
5.2.1.1 ENtry iNtO DU SEate o.uviiiiiii i et r e e e e e e r e r e arans
5.2.2 D0ACHIVE S At ..ottt
5.2.2.1 ENtry 0 D0@ StAte ...viviuiiiiiiiiiii e
5.2.3 D3 State (PCI-PM D3hOt) iueeititiniitiiieiie ettt e e st v e e e e e e e e e e e s e e nenee e e nenenens
5.2.3.1 [ L A o T 1 ] =) = PP
5.2.3.2 gL o] g T B I T ] o= Lo PN
5.2.3.3 Master Disable Via CTRL ReGISTEI .. vttt e eaaes
5.2.4 Dr State (D3cold) ...covvvviennnns .
5.2.4.1 Dr Disable Mode ......
5.2.4.2 [ L o T B Y = 1 S
5.2.4.3 F N D1 1= Y A e V=T U - T TP
5.2.5 [T o] QDY ol ] a1 =T v PPN
5.2.6 Device POWEIr-DOWN SEate ... e
5.3 Power Limits by Certain FOrm Factors ..o et e e aeas
5.4 Interconnects Power Management. ... ..o
5.4.1 PCIe Link POWEr Management. ..t itiiteee et et et e et et e et e e e et e e et e s e e e e e e annaens
5.4.2 [N (@Y @1 oYl g o T | o o PN
5.4.3 Internal PHY Power-Management .....ouiuieiiiiiiiiii e e
5.5 Timing Of POWEr-State TranSitioNS vttt et et et e et e e et e e e ae e eaanes
5.5.1 Power Up (Off to DUP t0 DOU £0 DOa .. .uuiiiiiiiiiiitii it i et e et e r e a e e s e aeeaaeas
5.5.2 Transition from DOa to D3 and Back Without PE_RST_N ...ccoiiiiiiiiiiiii e
5.5.3 Transition From DOa to D3 and Back With PE_RST_N.............. .
5.5.4 Transition From DOa to Dr and Back Without Transition to D3 ...
5.6 R ST 0J
5.6.1 Advanced Power Management WakKe Up .. .oviiiiiiii i et e e eeas
5.6.2 ACPI Power Management WaKe UpD ....uieieieiiriisieiere st eeeenes e s enesasneeneserasnsennnnenensnens
5.6.3 Wake-Up and ProxXying Filters ....c.iuiieieiiiiii e
5.6.3.1 Pre-Defined FIlLErS ...t et e
5.6.3.1.1 Directed EXACt PACKeT ....uuviieiiiii it re e
5.6.3.1.2 Directed Multicast Packet ........ooeiiiiiiii
5.6.3.1.3 Bro@dCast . v e
5.6.3.1.4 MaGIC PACKEE «.vvi it
5.6.3.1.5 ARP/IPV4 Request PacCKet .......oiuiiiiiii it e e e e

12



] ® >
Contents — Intel® Ethernet Controller 1350 l n tel

5.7

5.8

5.9

oo
N =

6.3

5.6.3.1.6 Directed IPV4 Packet .....c.oiiiieiiiii e 238
5.6.3.1.7 Directed IPV6 PaCKet .....vuviieieiiiii et 239
5.6.3.1.8 NS and MLD IPVE PaCKeTS. . .iueieiiiiitiiiiie it iiiteie et et e e e aeaae e 239
5.6.3.2 2T L= = 241
5.6.3.2.1 IPX Diagnostic Responder Request Packet .......covvieiniiiiiiiiiiiiin e 241
5.6.3.2.2 Directed IPX PaCKet .. ..uuiiiiitiiii ittt ae e 241
5.6.3.2.3 Utilizing Flex Wake-Up Filters In Normal Operation ........c.cooeviiiiiiiiiiinnnnnnns. 242
5.6.3.3 L I Jo 2= e G ] o = T PPN
5.6.4 Wake-up and Virtualization . .
Protocol Offload (Proxying) ...........c.....
5.7.1 Proxying and Virtualization
5.7.2 Protocol Offload ACtivation iN D3 ... e e e aaaaeens
5.7.3 Protocol Offload ACtiVation iN DO .......iuieiiieieiire et e e e e e e e neneas
[ AN @ Y= 1=l [ T PP
5.8.1 DMA Coalesting ACIVAION ...uuuitiiiiiii i
5.8.2 Entering DMA Coalescing Operating MOde ......cuiuiiuiiiiiiiiii e e aa e
5.8.2.1 ENtering DMA COal@SCIiNG ..uvuvsirinineieiieeiereeeetaenessseereresneeae s asaraesnenensneresrenenernrnenennns
5.8.3 Conditions to EXit DMA CO@lESCIiNG ... uiuieitiiiiiiieitiaiera s e s s reaesaaaes
5.8.3.1 o gL u ] aTe B D1\ VAN @{e -1 [=Y-Yol I o [ PP
Latency Tolerance RePOrTiNG (LTR) ..uuuiuiureitineenerereereeeenseaesnsneneresnrneennanensaeansnenensaererenennrernennns
5.9.1 Latency Tolerance Reporting AIGOrithm ..o s
5.9.2 Latency Tolerance Reporting Per FUNCLION .......oovviiiiiiiiiiiiicc e .
5.9.2.1 Conditions for Generating LTR Message with the Requirement Bits Cleared ... v
5.9.2.2 Conditions for Generating LTR Message with Maximum LTR Value.........coccvvviiiiiiiniininnnnnen
5.9.2.3 Conditions for Generating LTR Message with Minimum LTR Value ........cccovoviviiiiiiiiniinnnennnn
Non-Volatile Memory Map - EEPROM ......c.ccicmirmimmmsmsnmsmssmsesassssnsasnnsasansassnsasnnsansnss
o = o N ] =T a1 o= T o
Hardware ACCESSEA WIS ..vuvriuiueieieitees e eeae e ettsnee e s e saseae e s aeneeaaanensasaeresnene e rernenennaeanenensarnnns
6.2.1 Ethernet Address (LAN Base Address + Offsets 0X00-0X02) ....ouvviviininiiiiininiiiiniininraen,
6.2.2 Initialization Control Word 1 (Word OXOA) ...uiuiee it e e e ae e e anes
6.2.3 SubsySstem ID (WOrd OXOB) ...cueieniieieinsieseseene e aeeee s e eesasasenereraensaeaeaneenrnnananenen
6.2.4 Subsystem Vendor ID (Word OXOC) .uuuuuuuisieiniiisinisiininsiiins s s sasssnessssseaesaananes
6.2.5 Device ID (LAN Base Address + Offset OXOD) ..uuiviiiiiriiiii i et ea e aes
6.2.6 Vendor ID (Word OXOE) .uuiuiii ittt ittt et e e et et e et e e e aneas
6.2.7 Dummy Device ID (WOrd OXID) . .uiuiuiuineinininiinsitiiiisinsirerasstnssssssns s
6.2.8 Initialization Control Word 2 (LAN Base Address + Offset 0xOF) .. .
6.2.9 EEPROM Sizing and Protected Fields (Word 0x12).........ccvvvuenens
6.2.10 Initialization Control 4 (LAN Base Address + Offset OX13)....c.cccvviriiiniiniiiininnnns
6.2.11 PClIe L1 EXit [atencies (Word OX14) ..uuuiueiuiiiiiiieiit ittt et e st et et e e e s e aa e e aaeaaeaaaeas
6.2.12 PCIe Completion Timeout Configuration (Word OX15).....ccieieiiiiiiiiiiiiiiinere e enenens
6.2.13 MSI-X Configuration (LAN Base Address + OffSet OX16) ...vuvviriiiiiiiiiiiniiiiiiiiiiiaenieens
6.2.14 PClIe Init Configuration 1 (Word OX18) .uiiiuiiuiiiiiiiiiieireitiiteneiteanenteaesneieanenesneenerennenenns
6.2.15 PCIe Init Configuration 2 Word (Word OX19) .. ..uieieieieiiiiiiie e s e e ieneseeeeeeneneenesnenens
6.2.16 PClIe Init Configuration 3 Word (Word OX1A) .. ..cuuieieiiiiiiiiiiiiiinnns e
6.2.17 PCIe Control 1 (Word OX1B) .iuuiuiiiiiiiiiie et ettt e et st et e e e e e ne e aeaaans
6.2.18 LED 1,3 Configuration Defaults (LAN Base Address + Offset OX1C) ..cvvvveveiiinviiieinininennnennns 268
6.2.19 Device ReV ID (WoOrd OX1E) . ..iuiuiuiiiisiiiiiiiniiininiiiee s st s s e s e s e snaens 268
6.2.20 LED 0,2 Configuration Defaults (LAN Base Address + Offset OX1F)......ccvovviiiiiiiiiiiiniiinnnnns 269
6.2.21 Software Defined Pins Control (LAN Base Address + Offset 0x20)... ...270
6.2.22 Functions Control (Word OX21) ....cvuveiuiiiininiiiiiniinnenenanaeaas ...271
6.2.23 LAN Power Consumption (Word OX22) ...uiueieiisiieie it iieiieasenssaeeeseasensaeesssenneneaneanens 272
6.2.24 Initialization Control 3 (LAN Base Address + Offset 0X24)....ccuiiiiiiiiiiiiiiiiiiii e 273
6.2.25 I/0 Virtualization (IOV) Control (Word OX25) «.uieieiiiiieiieiie e e e e n s e e e aeaaeas 274
6.2.26 IOV DeVice ID (WOrd OX26) . .uuueueneernrueeaesesnsraesnsnaeesernsnenaesnsnsaransnsnsaeanresnenennrnrnsnsnnns 275
6.2.27 PCIe CONErol 2 (WOrd OX28) .vuvuesirineeneinsneenerernsranansnsasaesesssnenernresnsarananssasaransnsnennnnnes 275
6.2.28 PCIe CoNrol 3 (WOrd OX29) cuuuueiiiiieieiatitseaeee s s eesee s e st saeansae s e s s ssaasanaaeanrnaanaeans 276
6.2.29 End of Read-Only (RO) Area (Word OX2C) tuuueiuiiiitiitiie it et ssenteie e snentsne e seanenesaeanennanens 276
6.2.30 Start of RO Ar€a (Word OX2D) .iuuieiiiii ittt eitiie ettt st et e e e et e e e e e st e e e e e aereanes 276
6.2.31 Watchdog Configuration (Word OX2E) .....iuiiiiiiiiiiiiii e 277
6.2.32 VPD POINTEr (WoOrd OX2F) .ouuiitiitiiit ittt ettt et e e et et e e et e e e e e e e r et e e e eaanneneanenes 277
(@S] 2 Y0 | I T = o 117 o o L] =T3P 277
6.3.1 Software Reset CSR Auto Configuration Pointer (LAN Base Address + Offset 0x17)............ 277
6.3.2 Software Reset CSR Configuration Section Length - Offset 0xO0.. ...278
6.3.2.1 Block CRC8 (OffSEt OX1) tvvuvururerninrrnernsenerernrnenennrersnennnens ...278
6.3.2.2 CSR Address - (Offset 3*n - 1; [n = 1... Section Length]) ....cocoiiiiiiiiiiiiiii 278
6.3.2.3 CSR Data LSB - (Offset 3*n; [n = 1... Section Length]) ...c.covviiiiiiiiiiiii e 279
6.3.2.4 CSR Data MSB - (Offset 3*n + 1; [n = 1... Section Length]).......covvviiiiiiiiiiiiieeenenes 279
6.3.3 PCIe Reset CSR Auto Configuration Pointer (LAN Base Address + Offset 0x23) ......cccevvvnennn 279
6.3.3.1 PCIe Reset CSR Configuration Section Length - Offset OX0......ccovviviiiiiiiiiiiiiii i 279
6.3.3.2 BIOCK CRC8 (OffSEE DX 1) tuuutururnersinsnnnresssnsneseresnsaransssssasaeresssnennrnrnsnsaranrnssararrnrenennnnnes 280
6.3.3.3 CSR Address - (Offset 3*n - 1; [n = 1... Section Length]) ....cocoiiiiiiiiiiiiiiie 280
6.3.3.4 CSR Data LSB - (Offset 3*n; [n = 1... Section Length]) ...cocovviiiiiiiiiiii e 280
6.3.3.5 CSR Data MSB - (Offset 3*n + 1; [n = 1... Section Length]).......ccoivviiiiiiiiiiiiiiieeenenes 280
6.3.4 CSR Auto Configuration Power-Up Pointer (LAN Base Address + Offset 0X27).....cccvevvuenennn. 280

13



14

=
~r
@

QAR RNNRNR R
WWWWWWWWWwWW
GIGTG TGO TE NN N NN
UhWwhR ThWNEF

WNH NOURWNE

PONNNNONDNNNNND NONANNNNDNANG ANNDNANRNNNNO
WHLRWLRLLLLLWLRLEL WLWLWLLLLLLLLYE WLLLLLLWLwLWw
DODODPRDDDODRND DODEDERRRDODE BNNNNOOIONOOO

NNNNNNNNNRRRREREE RREREROONOUTRWNE

ONOUVAWNHFHOOVONOUIA WNHO

6.3.8.29
6.3.8.30
6.3.8.31
6.3.8.32
6.3.8.33

6.3.8.34
6.3.8.35

6.3.8.36

Intel® Ethernet Controller 1350 — Contents

CSR Configuration Power-Up Section Length - Offset OX0 ....covviviiiiiiiiiiii e 281
2] FoTel SO 2 @S I (] £ =] s 0 D ) PN 281
CSR Address - (Offset 3*n - 1; [n = 1... Section Length]) ...ccovviiiiiiiii e 281
CSR Data LSB - (Offset 3*n; [n = 1... Section Length]) ...cocoviiiiiiiiii e 281
CSR Data MSB - (Offset 3*n + 1; [n = 1... Section Length]).....cccoiiiiiiiiiiiiii e 281
PCIe PHY Auto Configuration Pointer (Word OX10) ...ivevveiiiiininiiiiiiiiiiniiinenesssenesasasneas 282
PCle PHY Configuration Section Length - Offset OX0....c.ooviiiiiiiiiiii e 282
2] FoTel SO 2@t S (] =11 0 )< ) P 282
Register Address - (Offset 2*n; [n = 1... Number of Registers to be Written])................... 282
Register Data - (Offset 2*n + 1; [n = 1... Number of Registers to be Written]) ................. 282
Setting Default PCIe Link Width and Link Speed ........ccviiiriiiiiiiiiei e eeaanas 283
6.3.5.5.1 PCIe Link Configuration Register Address - Offset OX2 ........cocvveiiiiiiiinnininne, 283
6.3.5.5.2 PCle Link Configuration Register Data - Offset OX3 ......coceviiiiiiiiiiiiiiiieneas 283
6.3.5.5.3 PCIe Link Power Down Register Address - Offset OX4 .......ccovvvivivneinrnnnenenene. 283
6.3.5.5.4 PCIe Link Power Down Register Data - Offset OX5........cccvviiiiiiiiiiniiiiiienenn, 283
Management Pass Through LAN Configuration Pointer (LAN Base Address + Offset 0x11)...284
PT LAN Configuration StrUCEUNE. ... ive ittt e se s e e e e e r e e e e neneneaeens 284
Management PT LAN Configuration Structure Section Length - Offset 0x0 ..284
Block CRC8 (Offset OX1) ivvivriiiiiiiiiiiiiiiiineinie e eaees ..285
CSR Address - (Offset 2*n; [n = 1... Section Length]) ..ccovvviviiiiiiiii e 285
CSR Data LSB - (Offset Ox1 + 2*n; [n = 1... Section Length]) ...cocovviiiiiiiiiiiiie 285
CSR Data MSB - (Offset 0x2 + 2*n; [n = 1... Section Length]) .c.coviiiiiiiiiiiiiiiieeee 285
ManNageability FilErS. . .t 285
Common Firmware Parameters — (Global MNG Offset 0X3) ..i.vvviiiiiiiiniiiiiiiin e 286
Section Header — OffSET OX0 .uuuuuiuireiniiiieierrere e ae e e s s eae e re s e rana e s e aranaeananes 286
Common Firmware Parameters 1 - OffSet OXL...uiuiiiiiiiiiiiii i e 286
Common Firmware Parameters 2 — OffSet OX2 .icviviiiiiiiiiiiiiiiiinc i e e nee e 287
Pass Through LAN 0...3 Configuration Modules

(Global MNG Offsets 0x05, 0X08, OXOD, OXOE) ..uvuviieieieiiienereirsenessenene e raeneennneenenenens 287
Section Header — OffS@E OX0 .. uuuiiriiiiiiits ittt e et e e e et e e e aeanereanes 288
LAN 0/1/2/3 IPv4 Address 0 LSB; (MIPAF12 LSB) — Offset OX01 .......ccovvviiinviiiiininienenenens 288
LAN 0/1/2/3 IPv4 Address 0 MSB; (MIPAF12 MSB) — Offset OX02 ......c.cevvveiririiiieininienenens 288
LAN 0/1/2/3 IPv4 Address 1; (MIPAF13) — Offset OX03-0X04 ....cvviviiiiiiiiiiiiiiieiieneeieieees 288
LAN 0/1/2/3 IPv4 Address 2; (MIPAF14) — Offset OX05-0X06 ......ccvvvuvereininiiiiieinienenenens 288
LAN 0/1/2/3 IPv4 Address 3; (MIPAF15) — Offset OX07-0X08 ....ccvviviuiieiniiiieieieininneneneens 289
LAN 0/1/2/3 Ethernet MAC Address 0 LSB (MMALO) — Offset OX09 ......cccvvvviiiiiiiiiiiiiiiiennns 289
LAN 0/1/2/3 Ethernet MAC Address 0 MID; (MMALQ) — Offset OX0A .....ccovviviiiiiiiiiiiiieinens 289
LAN 0/1/2/3 Ethernet MAC Address 0 MSB; (MMAHO) — Offset OX0B .........ccvvviiieininiinenns 289
LAN 0/1/2/3 Ethernet MAC Address 1; (MMAL/H1) — Offset OXOC-0X0E ........ccovvvivviinennnns 289
LAN 0/1/2/3 Ethernet MAC Address 2; (MMAL/H2) — Offset OXOF-0Ox11........ccvvvvvvinininnnnen. 290
LAN 0/1/2/3 Ethernet MAC Address 3; (MMAL/H3) — Offset 0x12-0X14......ccocvvvieininininnnnns 290
LAN 0/1/2/3 UDP/TCP Flexible Filter Ports 0 — 7;

(MFUTP Registers) — Offset OX15 = OX 1 C ittt iei i ier et e e s e e eaeeeas 290
Reserved EEPROM Words - Offset OX1D = OX24 ..ouiiuiiniiiiiiiieiiiiiiieienaeaeeaaaanseanenaaaeaaens 290
LAN 0/1/2/3 VLAN Filter 0 - 7; (MAVTV Registers) — Offset 0x25 — Ox2C ......cvvvvviiinvnnnnens 290
Reserved EEPROM Words - Offset OX2D t0 OX2E ... cuviiieinieiiiineieeiinenesraenenesanneneneresnenens 291
LAN 0/1/2/3 MANC value LSB; (LMANC LSB) — Offset OX2F ......cuiviiiiiininiiiieneinneienenennnnens 291
LAN 0/1/2/3 MANC Value MSB; (LMANC MSB) — Offset OX30....ccviieiiiiiiiiiiiienieninieeennanens 291
LAN 0/1/2/3 Receive Enable 1; (LRXEN1) — Offset OX31 ...cciviiiiiiiiiiiiiiiiiiicne e eeees 292
LAN 0/1/2/3 Receive Enable 2; (LRXEN2) — Offset OX32 ....cceiriiiiiiiiiiiiiiiie e 292
LAN 0/1/2/3 MNGONLY LSB; (LMNGONLY LSB) - Offset OX33...iitiiriiiiiiiniiniieiieinennennanennnns 293
LAN 0/1/2/3 MNGONLY MSB; (LMNGONLY MSB) - Offset O0X34 ..ccvvviiiiriiniiiiieiieiiennennnnennens 293
Manageability Decision Filters 0 LSB; (MDEFOQ LSB) - Offset OX35 ......coovviiiiiiiiininiinineens 293
Manageability Decision Filters 0 MSB; (MDEFO MSB) - Offset OX36......ccvcvvviiiiiiiiinninninnnnnns 293
Manageability Decision Filters Extend 0 LSB; (MDEF_EXTO LSB) - Offset 0x37 .......cccvuvvnens 293
Manageability Decision Filters Extend 0 MSB; (MDEF_EXTO MSB) - Offset OX38 ..............uut 294
Manageability Decision Filters; (MDEF1-6 and MDEF_EXT1-6) - Offset 0x39-0x50.............. 294
Manageability Ethertype Filter 0 LSB; (METFO LSB) -

(0 ET= 0543 PP 294
Manageability Ethertype Filter 0 MSB; (METFO MSB) -

L0 1 £=T< T 001472 294
Manageability Ethertype Filter 1...3; (METF1...3) -

(01171 0o TC T 04 S PR 294
ARP Response IPv4 Address 0 LSB; (ARP LSB) -

(0] 1T A 00043 T PP 295
ARP Response IPv4 Address 0 MSB; (ARP MSB) -

L@ £=T = o074 PN 295
LANO/1/2/3 IPv6 Address 0 LSB; (MIPAFO LSB) -

(0111 045 = T PPN 295
LANO/1/2/3 IPv6 Address 0 MSB; (MIPAFQ MSB) - Offset OX5C .....covvvviiiiiiiiiieineeeeeeens 295
LANO/1/2/3 IPv6 Address 0 LSB; (MIPAF1 LSB)-

(0111 045 B PPN 295
LANO/1/2/3 IPv6 Address 0 MSB; (MIPAF1 MSB) -

(0] ET= 0504 =P PPPRTR 296



®
Contents — Intel® Ethernet Controller 1350 l n tel

6.4

6.3.8.37
6.3.8.38
6.3.8.39
6.3.8.40

o))
w
@
DD
N

P g A I ST Y (o X (o X (o X (o X (o X (o X (o X (o X o X (o X (o X (o X o X (o X (o X (o X (o R To X 0"
ChhhRrRrRREROONOURWN R
NOUnhwWNHO

WWWLWWLWWWWUWWWWWWWUWWWWW WLWWWWWWWUWWWWUWWWWwWWw ww
WWNNNRRRPRRERRPERRPRRPRRRERRROO0OO0O0

QRNNRRNNNNNNNNRNNNND PRRNANNNNNRRNNNNNND PO

= Nk PONOUBRWNR DR

LANO/1/2/3 IPv6 Address 0 LSB; (MIPAF2 LSB) -

(@ £T< o 04 PP 296
LANO/1/2/3 IPv6 Address 0 MSB; (MIPAF2 MSB) -

(0 £=T = o 0 PP 296
LANO/1/2/3 IPv6 Address 0 LSB; (MIPAF3 LSB) -

(0§ 7 o 0 R PP 296
LANO/1/2/3 IPv6 Address 0 MSB; (MIPAF3 MSB) -

(@ £T< o 072 PP 297
LANO/1/2/3 IPv6 Address 1; MIPAF (Offset OX63:10X6A) .iueiuiiriiiiiiiiiiienieitiieaeiaanneiennenens 297
LANO/1/2/3 IPv6 Address 2; MIPAF (Offset OX6B:0X7 2. . uiiiieiriiiiiiiieiineitiieeenaaneeieeneans )297
Sideband Configuration Module

(Global MNG OffSEE OX06) 1uuuiuereirininirtiaieirt e e et e e s s as e e s e s e e eraraens 297
Section Header — OffSEE OX0 ...vuvuiniiiieitie et e e e s e e e e e e n e e e aeaeenenes 297
SMBus Maximum Fragment Size — OffSet OX01......ouviiieieiniiiiei e neneeeenanes 298
SMBus Notification Timeout and Flags — Offset OX02 ........cvoviiiiiiiiiiiiiiii e 298
SMBus Slave Addresses 1 — Offset OX03. .. .ciuiriuiiie e e aeaeens 298
Reserved — Offset 0x04 ..298
Reserved — Offset 0x05 .299
NC-SI Configuration - Offset 0x06 ..299
NC-SI Configuration = OffSEt OX07 ...uvvieiiieieiiieae et rarae s e eererereennrnrnanenens 299
NC-SI Hardware Arbitration Configuration - OffSet OX08 ........cocviiiiiiiiiii e 300
MCTP UUID - Time Low LSB (Offset OX09) ..vuviuiuiiieiiii e eee e e e e e rneneneenees 300
MCTP UUID - Time Low MSB (0ffSet OXO0A) t.uiuiiiiiiitiiiiit i iiir it ie s e n e e e e aaenaas 300
MCTP UUID - Time MID (OffSEL OXOB) ..uuuiiriitiitiiiitieieiteieae e eeeatenaaaeeiesneaesneeneaeanenens 300
MCTP UUID - Time High and Version (OffSet OXO0C) ..viiviiiiiiiiiiiiiii i seene e eaenaeeas 300
MCTP UUID - Clock Seq (OffSEt OXOD) ..uiuuiitiitiitiiiiit i ittt e rte e st e e et a e e e aaenaas 300
SMBuUs Slave Addresses 2 - OffSE OXOE ..iuviiiiiieiieiiiiiiii et ieessar i aeenssaraneaneaaaaeaanns 301
Alternative TANA - OffSet OXOF ...uuirieiiie i e e e e e e aneneees 301
NC-SI over MCTP Configuration - OffSet OX10 ..iviieiiiiiiiiiiii i rie e e s seeeneranenaeas 301
Flexible TCO Filter Configuration Module

(Global MNG OffSEE OX07) tviutiiitiiteitii et ettt e a et e et ea e aeaneeeaaenes
Section Header — OffSET OX0 . ..uuiueiiiiieiiii it e e e e e e e e aneaneaaanes
Flexible Filter Length and Control — OffSet OX01 .....coviviiiiieiiiiiii s
Flexible Filter Enable Mask — Offset OX02 = OX09 ......ccviiiiiiiniiiieiierre e eeenees
Flexible Filter Data — Offset O0Xx0A - Block Length..........cocoiiiiiiiiiiiiiiie
NC-SI Configuration Module (Global MNG Offset OX0A).....iiiiiiiiiiiie e neeeas
Section Header — OffSEE OX0 . ..uuuieieeeiieerteee e e ree e e e e rae e nenreaeanenen

Rx Mode Controll (RR_CTRL[15:0]) - OffSet OX1...iuvuiiriiniriiiiniiiiiinninesnseenanaas

Rx Mode Control2 (RR_CTRL[31:16]) - OffS@t OX2 ...iuvuiiiiiiiiiiiiiiiiiiiiir e eeeaes

Tx Mode Controll (RT_CTRL[15:0]) - Offset OX3 ...viiiiiiiiiii it eeaa s

Tx Mode Control2 (RT_CTRL[31:16]) - Offset 0x4 ..........

MAC Tx Control Regl (TxCntrlRegl (15:0]) - Offset 0x5..
MAC Tx Control Reg2 (TxCntrlRegl (31:16]) - Offset 0x6

MAC RX Buffer Size - Offset OX7 ...covvviriiiiiiiiiiiiiiiieienns
NCSI Flow Control XOFF - OffSet OX8 .iuviiiiiiiiiiiiiiiriiiiiitiiteatieanestsaeenrisanenssasesasaanannnns
NCSI Flow Control XON - OffSEE OXO ..iuviriiiiieieieiiire e ree e e e as e e e aneenees
Traffic Type Parameters — (Global MNG Offset OXB) ....ocvvvviiiiiiiiiiiiiiiii s
Section Header — OffSEE OX0 . .uuuiuieiiiiieiiii e e e aaaas
Traffic Type Data - Off st DXL ..ouiiiiiiie it et e e e e e aeaaens
PHY Configuration Pointer — (Global MNG Offset OXF) ....uiiiiiiiiiiiii e
PHY Configuration SErUCTUIE ... e
6.3.13.1.1 PHY Configuration Section Length - Offset OX0 .......cceviiiiiiiiiiiiiiiiii s 306
6.3.13.1.2  BIOCKk CRC8 (OffSEE OX1) iuiuuriririeninininitinisienissssssssresersarsnsssarenenensnanananns 306
6.3.13.1.3 PHY Number and PHY Register Address -
(Offset 2*n; [n = 1... Section Length]) ...ccoviiiiiiiiii e 307
6.3.13.1.4 PHY data (Offset 2*n + 1; [n = 1... Section Length]).......cocvvvviiiiiiiiiiininnn, 307
6.3.14 Thermal Sensor Configuration Pointer — (Global MNG Offset 0X10)....cccvuiiiininiiiiiininniennns 307
6.3.14.1 Thermal Sensor Configuration StrUCEUIE.. .. ..iiiiii i e ees 307
6.3.14.1.1 Thermal Sensor Configuration Section Length - Offset OX0.........cocviviiinininnns, 308
6.3.14.1.2  BIOCK CRC8 (OffSEE OX1) euruiriritieninininatinneieatesasenasreaeneatnanenenreaenenrarananns 308
6.3.14.1.3 Thermal Sensor Register Address - (Offset 2*n; [n = 1... Section Length])....308
6.3.14.1.4 Thermal Sensor data (Offset 2*n + 1; [n = 1... Section Length]) ................. 308
SOfEWArE ACCESSEA WOTTS 1 .viutitiitt ittt ittt ettt et et et et e e e e st e e e e st e a et et e a e et e a e et e e et enneaeaeans 308
6.4.1 Compatibility (Word OX03) .iuuiueiiiiiiiiiiit e e et et ra e e e e e e e e e e e e e aaes 309
6.4.2 Port Identification LED blinking (Word OX04).......ooviiiuiuiiiiiiiiiiniiniene e sseaens 309
6.4.3 EEPROM Image Revision (Word 0x05)........ ..310
6.4.4 OEM Specific (Word 0x06, 0x07).......... ..310
6.4.5 PBA Number/Pointer (Word 0X08, OX09) ...cuuiuiiiiiiiiieiieit ettt e e e e e e e e e e e aneens 310
6.4.6 PXE Configuration Words (Word OX30:3B) ...c.viuiiiiiiiiiiiriis e 311
6.4.6.1 Setup Options PCI FUNction 0 (Word OX30) ..u.uueiriinieiiieitiiseneseenerseaeeneeieesensenesneanennanes 311
6.4.6.2 Configuration Customization Options PCI Function 0 (Word OX31)....c.cccvvviiiniiniiiininninnnnes 312
6.4.6.3 PXE Version (WoOrd OX32) ..uuuieisieiiitisieeiiiaisssiisssssssesssssssntssassssssssasseserasnanenerees 313
6.4.6.4 Flash (Option ROM) Capabilities (Word 0X33) ..icuiieiiiiiiiiiiiieiiiene it et seeenaaaeeens 314
6.4.6.5 Setup Options PCI FUNCtion 1 (WOrd OX34).....uuiieieiuiniiniriiiiniiiiseneissassensssssiesssnans 314
6.4.6.6 Configuration Customization Options PCI Function 1 (Word OX35)......ccvviiiiiiiiiiiiinininnnnes 314

15



=
~r
@

NANNRNNDRNNNNNNNNNDD
APAAADDDADAAARRRRDDLD
VOONNNNDINNNNNNDNNDD
' WNH HHER RO 0N
ONOUBWNRO

[y

Intel® Ethernet Controller 1350 — Contents

Setup Options PCI FuNction 2 (Word OX38) ..uuuieiuiiuiitiiiiieiiiitineiieieneieeesieeaenneneseanennanes 314
Configuration Customization Options PCI Function 2 (Word 0X39).....cccvvvrviiiineiernnneenenens. 314
Setup Options PCI FUNCEION 3 (WOrd OX3A) .. cuiiieieiiiiiiiiiiiineiisisesiesasassessssnsneaesnsnanes 314
Configuration Customization Options PCI Function 3 (Word OX3B)......ccvveviiiiiiiiiiniiieneinnns. 315
PXE VLAN Configuration Pointer (OX003C) ...uuuirieiiiereinenieiernesnsnesssnenenererasenennrnenenrnenens

PXE VLAN Configuration Section Summary Table.......cccooiiiiiiiiiii e

VLAN Block Signature = OX0000 ....uiueiuiiiitiiiee st et ae st e e s e e e e e s a e e aeaeaaeneaaeaaens

Version and Size = OX000 L ..uiuieiniiiie e e s e e a e e e

Port 0 VLAN Tag - 0x0002... .
Port 1 VLAN Tag - 0x0003...
Port 2 VLAN Tag = OXO0004 ... .ttt ettt st s e e e e st s e s e e s e s e rasanaernenss
Port 3 VLAN Tag - OX000S ... et r e s s s s s r s e s s rnsranaanens
LSO A = o o) AL o o
iSCSI Option ROM Version (Word OX36) .uiveiuiiiiieiiiiieiieiieitiieaiesaesaeae e eaentaaeenersaeaneaeansns
iSCSI boot Configuration Pointer (Word OX3D) ...uvuiiieriiiiniiiiieiiieiereeeeera e s
(SO B\ o Yo [ 1= o 8 [ P
Alternate MAC address pointer (Word OX37) uiiiiiiiiiiiiiiiie e rie et e e e aeaaans
Reserved/3rd Party External Thermal Sensor — (Word OX3E)......ccocvvviiiiiniiniiiiiiiieeens
3rd Party External Thermal Sensor Configuration NVM BlocK .........cccviiiiiiiiiiiiiiiice e
6.4.9.1.1 External Thermal Sensor Configuration BIOCK .......ccovvviiiiiiiiiiiiiiinineeneens
6.4.9.1.2 ETS General Configuration Word — Offset OX0 .......cocvvviiiiiiiiiiiiiniieeenn
6.4.9.1.3 Sensor Data - Offset O0x1 - OxN (N is max of 4) ... .
Checksum Word (Offset OX3F) ..ivviiiiiiiiiiiiiiiiiiiiie i eieeeeen
Image Unique ID (Word OX42, OXA43) c.cuuiuieiniiieieiniiinsssaaesssaseesesasassesssasseaesasnanenes

INline FUNCHIONS ..ot ii i i rs s r s ra s s s s s ra s s s s s s s ke sRassasssnssnsnnnsnsnnnsns
ReCEIVE FUNCEIONAIITY .\ uiieitiii i e

NNNNNNNNNNNN
PR e
NIV NN = = =
oNoURWNR BWN

NNNNNNN
[EEE NN
ArDLWWWW
R W

uhw

NNNNNN NN

itatataiata S

NNouhin R
N =

[y

NNN
B
NNN
INFRIN)

L2 Packet FIlEEING ..uviriniiiiiiii e
MAC AdAress FiltriNg .. ..oueeiiieii it v e s s e e e s e r e e e e e a e e nennens
7.1.1.1.1 UNICASE FIltar . e
7.1.1.1.2 Multicast Filter (INEXACL) v.uuiriiriieiii i e e eaaas
BTN VI =Y o[ T PP
Manageability Filtering .. ..o
Y4 11 =T o T o T PP
Receive QUEUES ASSIGNMENT .. uui e e
Queuing in a Non-Virtualized EnNVironment........oooiiiiiiiii e
Receive Queuing in a Virtualized Environment.. .
Queue Configuration Registers............co.vuene
L2 Ether-Type Filers .o ettt e e e e e a e e aeanes
A U] o] [T T = o= PPN
L2 L L= PO
) I =T = ol T L= o= P
Receive-Side SCaliNg (RSS) 1.uiuiiiiiiiii ittt e et a e e aaean
7.1.2.8.1 RSS Hash FUNCLION ...eieitiii i e e e e e e e e r e e eees
.1.2.8.2 Indirection Table ...
.1.2.8.3 RSS Verification SUITE .....oviiiiii i e
.1.2.8.4 Association Through MAC AdAreSS ....vivirvriieieieiiiiiieneieienerereeenenererenraenenns
ReCEIVE Data SEOragE ..uuuitiiiiititii e
0T = YU =T =P
On-Chip Receive Buffers .. .
On-Chip Descriptor Buffers..
[T ol ST A7 =T B L=t~ ol o o o ] =3P

Legacy Receive Descriptor FOrmMat.......oooiiiiiiii e

Advanced RECEIVE DESCIIPLOMS ..uuiuiutitiuiiiit ittt s e aeas

7.1.4.2.1 Advanced Receive Descriptors (RDESC) - Read Format..........cocvvvviniieiinnnnnnn 345
7.1.4.2.2 Advanced Receive Descriptors (RDESC) - Writeback Format..........cccoevvvinnnne. 346
Receive Descriptor FELChING. .. .vvuiiieiiii

Receive Descriptor Write-Back ....ucuiiiii i e

Receive Descriptor RiNG STruCtUre ..o e

7.1.4.5.1 Low Receive Descriptors Threshold ........cccvviiiiiiiiiiii e

Header Splitting and RePHCatioN......couiiiiiiii e es

8 Lo =T =Y

DESCIIPLION 1ttt

Receive Packet Timestamp in Buffer ............coovvevieinnnn .
Receive Packet Checksum and SCTP CRC Off Loading ...
L= SR D] = 11 PN

7.1.7.1.2 SNAP/VLAN Filter coiviiiiiiiiii
7.1.7.1.3 IPVA Filter oo
7.1.7.1.4 IPVG Filter cuuiuiniiiiiiii i
7.1.7.1.5
7.1.7.1.6

NN N
NN N

LYl e q =Y g F{ o] o T o [=T= [ = ol PN

.1.7.1. (0] = O 11 = PP
1ol A O g 1= ol YU o OO
Receive UDP Fragmentation CheCKSUM ... re e e e e e e e e e neneneas
S O I 0] To =Y PP PP




] ® >
Contents — Intel® Ethernet Controller 1350 l n tel

7.2 =11 a1 S T g ot o] o = 1 Y2 PPN 362
7.2.1 = [0S A I = T T 0 1T o o TP 362
7.2.1.1 Transmit Data Storage .....o.vieiiiiiii i 362
7.2.1.2 ON-Chip Transmit BUfferS . ... e e e e 362
7.2.1.3 (@1 R @ o 1T o R D= t=Yo T o oY ol = YU (=T ol PP 363
7.2.1.4 Lz LS 0 L o e = o= N 363
7.2.2 L= LTS g Lo B L= ol Y] o = PN 364
7.2.2.1 Legacy Transmit Descriptor FOrmat ... ..o e 364

7.2.2.1.1 Buffer Address (64)...... ...365
7.2.2.1.2 Length .o ...365
7.2.2.1.3 Checksum Offset and Start - CSO and CSS....ccioiiiiiiiiiiiii s 365
7.2.2.1.4 Command Byte = CMD ..uiuiiiiiiiiiiiiin et et 366
7.2.2.1.5 SEAEUS = ST A it 367
7.2.2.1.6 DD (Bit 0) - Descriptor Done StatusS....civiiiiiiiiii i s nae s 367
7.2.2.1.7 LY A PP 367
7.2.2.2 Advanced Transmit Context DeSCriPLOr ...uiuiiii i e 368
7.2.2.2.1 L I I PP 368
7.2.2.2.2 MACLEN (7)) 4 euttititiiiiiet it e sttt e e e e e et st e e e et e e e e e e eaeaaana 368
7.2.2.2.3 LI L 2 PP 369
7.2.2.2.4 [ I P
7.2.2.2.5 D] I T PPN
7.2.2.2.6 IDX (3).....
7.2.2.2.7 L4LEN (8) .
7.2.2.2.8 MSS (16)
7.2.2.3 Advanced Transmit Data DESCriPtOr. . .uuiiui i e e aanes 371
7.2.2.3.1 AV o Ll ST (72 P 371
7.2.2.3.2 DTALEN (16) tuiuttiuiiintitieier s ettt et et ae s e e e st e e e e s e e e e e e e e e aeaeaaanan 371
7.2.2.3.3 Y G 2 P 371
7.2.2.3.4 [ I T PP 371
7.2.2.3.5 (D101 I ) T PPN 372
7.2.2.3.6 L7 N (G T P 372
7.2.2.3.7 11D ) (S ) PP 373
7.2.2.3.8 POP TS (B) tutututttiutt ettt ettt et e ettt e et e e 373
7.2.2.3.9 Lo I G ) PP 373
7.2.2.4 Transmit Descriptor Ring Structure.. ...374
7.2.2.5 Transmit Descriptor Fetching....... ...375
7.2.2.6 Transmit Descriptor Writ€-BacCK .......ciuiiriiiiiiiiiii i e eaaeas 376
7.2.3 Transmit Completions Head Write Back........ccviiiiiiiiiiiiiii e 377
7.2.3.1 7= of g0 [0 377
7.2.4 TCP/UDP SegMENtation .uuieiitiieie ittt e a ettt et e e e e 378
7.2.4.1 ASSUMIPLIONS L uiiiti it et 378
7.2.4.2 TrANSMISSION PrOCESS .tuuuiiitiiitiiitestit e tate st s st s aasrasas e s st st s e saa s st s s anessessnnaaneannenns 378
7.2.4.2.1 TCP Segmentation Data Fetch Control........ccvviiiiiiiiiii e 379
7.2.4.2.2 TCP Segmentation Write-Back MOdES........cvvvviiiiiiiiiiiiiiii s 379
7.2.4.3 TCP Segmentation PerfOrmancCe ......v.vviiiiiiiiiii e araeas 380
7.2.4.4 L= 10| S Al o 0 4= P 380
7.2.4.5 TCP/UDP Segmentation INAiCation.........oiuiiiiiiiiiiiii e e n e eaeaas 381
7.2.4.6 Transmit Checksum Offloading with TCP/UDP Segmentation .........cocvoviviiiiiiiiiiniiiieneens 382
7.2.4.7 TCP/UDP/IP Headers Update ....cccovvviviiiiiiiiiiiiiiiiieiens ...383
7.2.4.7.1 TCP/UDP/IP Headers for the First Frames............. ...384
7.2.4.7.2 TCP/UDP/IP Headers for the Subsequent Frames..........cooeviiiiiiiiiiiiinieinnne, 384
7.2.4.7.3 TCP/UDP/IP Headers for the Last Frame ......c..coooviiiiiiiiiiiii e 385
7.2.4.8 [ = I [ ) PR 386
7.2.5 Checksum Offloading in Non-Segmentation Mode .........cocviiiiiiiiiiiin s 386
7.2.5.1 | O =T =T ] o P 387
7.2.5.2 LI 2740 1] @ o =Tol <] ¥ ] o o [ O 387
7.2.5.3 1 O Il O O @] 5 Fo T Te I o T N 388
7.2.5.4 Checksum Supported Per PacKet Ty PSS ..uiuiii it e e ae e 388
7.2.6 Multiple TranSmMIt QUEUES .. ..uiuieititii it e e e e 389

7.3 =T o 0 390
7.3.1 1o =T o U] 17 o o L= PPN 390
7.3.1.1 MSI-X @nd VECEOIS ..o es ...390

7.3.1.1.1 Usage of Spare MSI-X Vectors by Physical Function ... ...390
7.3.2 [\ Yol [ale Io] L g Y (=] o U o) o OF- U E=Y= PPN 390
7.3.2.1 Legacy and MSI INTerrupt MOAES.....ouiuiiiiiiiiiiii s 391
7.3.2.2 MSI-X MOdE - NON-TOV MOGE ... uiniitititiiiii ittt e e e e e e eaas 392
7.3.2.3 MSI-X INterrupts iN IOV MOG .. ..cuiiiiiiii e e e e ettt ae e aeaaaeas 393
7.3.3 Legacy Interrupt REGISEErS ... ..vviiiiiiiiii 394
7.3.3.1 Interrupt Cause Register (ICR) ..uuuiuiuiiiiieiiin ittt e e s e e e e aeas 395

7.3.3.1.1 LEGACY MOGE ..ttt 395

7.3.3.1.2 AdVANCEA MO .. e 395
7.3.3.2 Interrupt Cause Set Register (ICS) .....uciuiiiiiiiiiiiiitie e aaaas 395
7.3.3.3 Interrupt Mask Set/Read Register (IMS) .. cuiiiiiiiiiiii i e e 395
7.3.3.4 Interrupt Mask Clear Register (IMC) ...iiuiuiuiiiiiiiiiiiir e 395
7.3.3.5 Interrupt Acknowledge Auto-mask register (IAM) .....iiiiiiiiiii s 396

17



Intel® Ethernet Controller 1350 — Contents

7.3.3.6 Extended Interrupt Cause Registers (EICR) ...iiuieiiiiiiiiii it e e e e e 396
7.3.3.6.1 MSI/INT-A Mode (GPIE.Multiple_MSIX = 0) ...ivviiininiiiiiiiiiniinnnis e 396
7.3.3.6.2 MSI-X Mode (GPIE.Multiple_MSIX = 1)..iiuiiiiiiiiiiiiiiiieeee e 396
7.3.3.7 Extended Interrupt Cause Set Register (EICS) ..iuiiiiiiiiiii it a e e e 396
7.3.3.8 Extended Interrupt Mask Set and Read Register (EIMS)
& Extended Interrupt Mask Clear Register (EIMC) .......cocvviiiiiiiiiiiiiiiiiine e 396
7.3.3.9 Extended Interrupt Auto Clear Enable Register (EIAC)....ccviiiiiiiiiiiiiii i eee 397
7.3.3.10 Extended Interrupt Auto Mask Enable Register (EIAM) .....ccoviiiiiiiiiieiniieiin e eaaenes 397
7.3.3.11  GPIE REGISEEI .uiuiieiiiiiiiiii et e e ...397
7.3.4 Clearing Interrupt Causes ...398
7.3.4.1 U o T 1 1= PP 398
7.3.4.2 A I o I O] =T | PPN 399
7.3.4.3 RN T= o I oo T 0 1= T PP 399
7.3.5 INterrUPE MOderation . uu e e 399
7.3.6 Rate Controlled Low Latency INterrupts (LLI) ....veieieieiiiiieiiiiini et e s eeeas 401
7.3.6.1 (2= L= o] a1 e ] I\ 1= Tel = 1] o o PP 402
7.3.7 LI e T =T ol (g =T o 1] o) PP 402
7.3.7.1 ] u oY 1¥ [l u o] o H A PPN 402
7.3.7.2 [ L= o o) o] 1P PP 403
7.3.8 Setting of INterrupt REGISTEIS ..uvuvie i e e e e nenes 403
072 N T VA I N U o oY o 403
7.4.1 802.1q VLAN Packet Format... ...404
7.4.2 802.1q Tagged Frames .....c.cocvvvvvneinnnnnnnen ...404
7.4.3 Transmitting and Receiving 802.1q Packets .......c.coviiiiiiiiiiii s 405
7.4.3.1 Adding 802.10 Tags ON TranSIMIES tuuueiueiritititrtertir ettt e e e e aereaeeaeaaeaaens 405
7.4.3.2 Stripping 802.10 TagS ON RECEIVES .. .ciuiiiiiiii et e e e e s e e eaas 405
7.4.4 802.19 VLAN Packet Filtering ... cviuieiiiiiiiir et e e e 405
7.4.5 (D010 o] LIV A Y N RS 8] oo o o PR 406
7.4.5.1 Transmit Behavior With EXternal VLAN ..o e e e e e e aeaens 407
7.4.5.2 Receive Behavior With EXternal VLAN ...ttt et e e s e e aaeas 407
(@feT ol o 1T a=1 o] [T B =3 5 2@ TU ] oYU = PP 408
7.5.1 MODE Encoding for LED OULPULS ....uiuiieiiiiiiiiisiii it a s s n s s nens 408
Memory Error Correction and DeteCtion ........oviiieiiiiiiii e 409
7.6.1 Software Recovery From Parity Error EVENt ...t e e 410
7.6.1.1 Recovery from PCle Parity Error Event..... ...410
7.6.1.2 Recovery from DMA Parity Error Event...... ...410
7.6.1.3 Recovery from LAN Port Parity Error EVENt ..o e 410
CPU affinity FEatUINES . ittt et e 411
7.7.1 Direct Cache ACCESS (DCA) .. .uiutitiiii ittt et r et s e st a s s eeess 411
7.7.1.1 [ 1@ N B 1=l o) oo o PN 411
7.7.1.2 Details of IMplementation .. ..o 412
7.7.1.2.1 PCIe Message Format for DCA.....ouiiiiiii i 412
7.7.2 B o Yol YT o oY = I d ) T PPN 413
7.7.2.1 Steering Tag and Processing Hint Programming ......ccoviiiiiiiiiiii s 414
VA1 g ST 1 4= u o] o TR PP 414
7.8.1 [0 7T T 414
7.8.1.1 Direct Assignment MOdel.........vviuiiiiiii 415
7.8.1.1.1 RaATIONAIE ettt s 415
7.8.1.2 Virtualized System Overview .. ...416
7.8.1.3 VMDq Supported Features... ...419
7.8.2 PCI Sig IOV SUP PO ettt e aes 419
7.8.2.1 (O LY 1o o U =] o1 =P 419
7.8.2.2 Configuration Space RepliCation .......o.viiiiiiiiii 420
7.8.2.2.1 Legacy PCI CONfig SPACE ... .uiiiitiiiiiiiiii ittt aa e 420
7.8.2.2.2 Memory BARS ASSIGNMENT ...t iae e 420
7.8.2.2.3 Capability SErUCLUIES ...viviiiiiiii s 421
7.8.2.2.4 Extended Capability Structures .........cooviiiiiiiii e 422
7.8.2.2.5 1= = | 1 PP 422
7.8.2.2.6 Error Reporting Capabilities (Advanced & Legacy) .....ccvvvvriiininiiiiiiinnininnnns 422
7.8.2.3 Function Level Reset (FLR) Capability ......cocvuiuiiiiiiiiiiii e 422
7.8.2.4 [ o ] gl 2= o T o T P S 422
7.8.2.5 ARI & IOV Capability Structures... ...424
7.8.2.6 Requester ID Allocation ........c.coevuviinennnnns ...424
7.8.2.6.1 Bus-Device-FUunction Layoul .....ooiiiiiiiii i e e naans 424
7.8.2.7 Hardware Resources ASSIGNMENT. .. ...t 425
7.8.2.7.1 Physical FUNCEION RESOUICES ......civiiiiiiiiiiii e 425
7.8.2.7.2 Assignment of QUEUES 10 VF ..uiuiiiiiiii i e e 426
7.8.2.7.3 Assignment of MSI-X Vectors t0 VF......ccoiiiiiiiiii e 426
7.8.2.7.4 VF RESOUICE SUMIMAIY c.uiuiieiitiisiiine sttt st ae e 426
7.8.2.8 (@15 2 ® ] e = 124 Lo o 1P 426
7.8.2.9 (0 VA @] o1 o oo | PPN 427
7.8.2.9.1 VF £0 PF MaIIDOX 1 .vieiiiiiiiiiiiie ettt ettt e ettt e et aas 427
7.8.2.10  INterrupt Handling c.voeieiiie it e 429
7.8.2.10.1 Low latency Interrupts.....cocviiiiiii 430
7.8.2.10.2  MSI-X ittt et ettt ettt aaanas 430



] ® >
Contents — Intel® Ethernet Controller 1350 l n tel

7.9

7.8.2.10.3 M.ttt
7.8.2.10.4 Legacy INterrupt (INT=X) ..eueeeeeiueenenneneenerererneenereansnraranansnsneneresnenenennrnnes
2% < 70700 A PPN
7.8.2.11.1  ReqQUESEEN ID ..ttt e
7.8.2.11.2  Sharing DMA RESOUICES ..uvuvriueneieeenrenesnsnsssesssnenereresnsnrneananensaeanrnanenennnes
7.8.2.11.3  DCA @GN TPH ittt e e
7.8.2.12  Timers @and WatChdOg ......e it e e et
< T 0 R 1 15 3T PP
7.8.2.12.2 IEEE 1588... .
7.8.2.12.3 Watchdog. ............. .
7.8.2.12.4  Free RUNNING Tl .ottt st e s e e s e e e e e e raeans
7.8.2.13 Power Management and Wake-Up ......coeiiiiiiiiiiiiiiiin e nes
% < T8 S N |G (o ol o PPN
7.8.2.14.1  Special Filtering OptioNS......iviieieiiiiir e e ene e
7 T B T (O LV A =T o 1 (o T [ PP
7.8.2.15.1 Allocation of memory space for IOV functions ..........cccoiiiiiiiiiiiiiiic s
7.8.3 Packet SWitching (VMDQ) MOl . ..uiniieiiiiie i et e e e s e e e e e e nenens
7.8.3.1 VMDD ASSUMPTIONS Lutiiiiiiitititir et ettt e e e a e raeaes
7.8.3.2 RV AV ST =1 1=t o PP
7.8.3.2.1 Filtering Capabilities .....vveieiiiie e e
7.8.3.3 I =T o 1 T
7.8.3.4 VMDq Receive Packets Switching ................ .
7.8.3.4.1 VMDq Replication Mode Enabled..
7.8.3.4.2 VMDq Replication Mode Disabled .........cocvviiiiiiiiii
7.8.3.5 TX PacKets SWItCNING . .ottt
7.8.3.5.1 Replication Mode Enabled........ccoiiiiiiiiiiiic
7.8.3.5.2 Replication Mode Disabled .........c.vviiiiiiiiii i
7.8.3.6 ] e T g Lo TS U1 0] o o o S PP
7.8.3.7 [ 5T = o £ PN
7.8.3.7.1 Split Header Offload ........cvviiiiiiiiii e
7.8.3.7.2 Local VM to VM Traffic Offload......covieiiiiiiiiiir e e
7.8.3.7.3 Small Packets Padding ......ouviiiiiiiiiii
7.8.3.8 SECUNEY FEATUNES ... it e
7.8.3.8.1 INDOUNA SECUMELY viniii i e eaas
7.8.3.8.2 OutbouNd SECUNILY .iuvvviiiiiiii e
7.8.3.8.3 Interrupt on Misbehavior of VM (Malicious Driver Detection).. .
7.8.3.8.4 1] 0 o 0 T o | o |
7.8.3.9 External Switch Loopback SUPPOrt ...
7.8.3.10  SWIECH CONTIOl . e ittt et et
7.8.4 Virtualization of the HardWare ........o.iiiiiii e aens
7.8.4.1 Per POOI STatiStiCs ...t
7.8.4.1.1 Byte Count StatiStiCs .....voviiiiiiiiii
Time SYNC (IEEE1588 and IEEE 802.1AS) .iuiuiuiuiiiiiiie ittt e et e s e e e e e e e e e e e e e rnenenenees
7.9.1 (O Y= = P
7.9.2 Flow and Hardware/Software Responsibilities.........ooviuviiiiiiiiiii e
7.9.2.1 TimeSync Indications in Receive and Transmit Packet Descriptors ........ccccvvvviiiiiiiinnennnns.
7.9.3 Hardware Time SYNC ElemMENtS. ... e
7.9.3.1 System Time Structure and Mode of Operation .........ccvviiiiiiiii e
7.9.3.2 Time Stamp Mechanism...................
7.9.3.3 Time Adjustment Mode of Operation.... .
7.9.4 Time Sync Related AuxXiliary Elements.......coviiiiiiiir e
7.9.4.1 L= L L= o 1.2 L= S
7.9.4.1.1 SYSTIM Synchronized Level Change Generation on SDP Pins..........ccovvvvinine, 455
7.9.4.1.2 SYSTIM Synchronized Pulse Generation on SDP PiNS .......ccvvvviiiiiiiniiiinennns, 455
7.9.4.1.3 Start of Clock Generation on SDP Pins Synchronized to SYSTIM.................... 456
7.9.4.2 Configurable FrequenCy ClIOCK ... ..ouiuieiiiiiii e 456
7.9.4.3 TimMe STamMP EVENTS .t 457
7.9.5 LT SIS A O 1 g =T o o o =3P 457
7.9.6 PTP Packel StrUCTUIE ...t ettt e e ae e aeaaans 457
1S et= L] o Tl 0T U o= o= PP 459
7.10.1 TIEEE 802.3 clause 30 ManagemMeEnt ...ttt e e et et e et e aer e e e e e eaneaeanes 460
7.10.2 OID_GEN_STATISTICS .....cvvvnvnnnnnn ...461
7.10.3 RMON ...coviiiiiiiiiiiieens ...462
7.10.4 LinUux® net_device_Stats ....vieirieiiii e 462
7.10.5 Statistics HierarChy. .. 463
Programming INterface ....c.ccvcrrimrsrserasiensmserassersnserassessnssssnsssnsassnsassnsassnsassnsansnnassnss 365
o Yo [Tt o PPN 465
8.1.1 Memory, I/O Address and Configuration DeCcoding ........ccvuiiiuiiiiiiiiiiii e 465
8.1.1.1 Memory-Mapped Access to Internal Registers and Memories.......cvcvviiiiiiiiiiiiii e 465
8.1.1.2 Memory-Mapped AcCeSS t0 FIash.......ouviiiiiii e 466
8.1.1.3 Memory-Mapped Access t0 MSI-X TableS.......oviiiiiiiiiiiiii e 466
8.1.1.4 Memory-Mapped Access to EXpansion ROM ......cciiiiiiiiiiiii i e 466
8.1.1.5 I/0-Mapped Access to Internal Registers and MemMOreS ......cvvvvriiiiiieieieiniiiirr e aeneneenanas 466
8.1.1.5.1 TOADDR (I/0 OffSEE OX00) tiuiueeirinininieteteene ettt ee e e e e e aaeenerees 466

19



=
~r
@

Intel® Ethernet Controller 1350 — Contents

8.1.1.5.2 TODATA (I/O OffS@t OX04) .uiuurtiininininitient it e eeas 467

8.1.1.5.3 UNAefined I/0 Off GBS tuuiriiitiie ittt it ite it iieenae st ries e eaneraaseisereraneennenns 467
8.1.1.6 Configuration Access to Internal Registers and MemOriesS.......oovviviiiiiiiiiiniiii e 467
8.1.2 [T e R = gl @ o] V7= g o o T o =S 469
8.1.2.1 R CTe [ = 3 = A @ L e 1= o [ Ve PPN 470
8.1.3 REGISTEI SUMMIAIY L.ttt a e aes 471
8.1.3.1 F L= TR A Lo =TT PP 482
8.1.4 MSI-X BAR RegiSter SUMMAIY ...ttt e e e e e e e e renes 483
General Register Descriptions .......ccvvvviiiiniiiiiiiiiiiiieens ...483
8.2.1 Device Control Register - CTRL (0x00000; R/W).... ...483
8.2.2 Device Status Register - STATUS (0X0008; RO) ..uuvuviririniniieiniininesnsanenerernssnenernsnensnenens 486
8.2.3 Extended Device Control Register - CTRL_EXT (0X0018; R/W) ..oviviiiiiiiiiiiiiiiiiiiiniienaeens 488
8.2.4 MDI Control Register - MDIC (0X0020; R/W) .iuuiuiieiiiiiiiiii et ee e et e e s e e aaeas 490
8.2.5 MDC/MDIO Configuration Register — MDICNFG (OXOEQ4; R/W) ..iuiiiieiiiiiiiiiiieieieneneneenens 491
8.2.6 SERDES Control 0 - PIGCTRLO (OXOEO8; RW) ...uuuiuieieiiiieiiiiiiiiiiee e eereie e a e neenenes 492
8.2.7 Copper/Fiber Switch Control - CONNSW (0X0034; R/W) .iuiiiiiiiiiiiieneie e neeneeeeaeaes 493
8.2.8 VLAN Ether Type - VET (0X0038; R/W) .iuiuiiiiiiiiiiiiiiniiiss s s ess s e enens 494
8.2.9 LED Control - LEDCTL (OXOEOD; RW) tuiuiuiuitititieieeetees i eteieset s e e eensnsasesesensaanenensenes 494
Internal Packet BUffer Size REGISEEIS u.uiui ittt it c st et e et er e et e et aaeeaeaennannans 495
8.3.1 Internal Receive Packet Buffer Size - IRPBS (0X2404; RO).civiiiiiiiiiiniiiiiiesieiineiinesnesanenas 496
8.3.2 Internal Transmit Packet Buffer Size - ITPBS (0x3404 RO) i 497
EEPROM/Flash Register Descriptions.......ccoovieiiiiiiiiiiiiiiiiiiiiiieeieiens ...497
8.4.1 EEPROM/Flash Control Register - EEC (0x0010; R/W) ... ...497
8.4.2 EEPROM Read Register - EERD (0X0014; RW) ...iuiuiiiiiiiiiiiiiiiieereier et e s eneeee e e e 499
8.4.3 Flash Access - FLA (OX001C; R/W ) 1ttt ettt ettt et et e et r e e e e e e e eaaen 500
8.4.4 Flash Opcode - FLASHOP (OX103C; R/W) tiuiiiiiiiii ittt se st et e e s e s e e et s e e e aaeas 501
8.4.5 EEPROM Auto Read Bus Control - EEARBC (0x1024; R/W) ...iuiiiiiiiiiiiiiiiiiiiinnneeenanaeaeas 501
8.4.6 Management-EEPROM CSR I/ F ...ttt ittt ettt e e a e aaeaens 502
8.4.6.1 Management EEPROM Control Register - EEMNGCTL (0X1010; RW) ..ccvviiiiiiiniiiiiiiieieenens 503
8.4.6.2 Management EEPROM Read/Write Data - EEMNGDATA (0x1014 RW) covriiiie 504
FIOW Control REgiSter DESCIiPtIONS ...ttt ittt ettt er e et et e et e e et e e e e aaeenerenns
8.5.1 Flow Control Address Low - FCAL (0X0028; RO) ...civiuiiiiiiiiiiiiii v eeees
8.5.2 Flow Control Address High - FCAH (0X002C; RO)...ciuiuiuiiiiiiiiiniineesesasaeeenasasnseeens
8.5.3 Flow Control Type - FCT (0X0030; R/W ) .iuuiuiiiiiiiie i e it eiee e s e st e e eae e e e eenaeneenens
8.5.4 Flow Control Transmit Timer Value - FCTTV (0x0170; R/W) ... .
8.5.5 Flow Control Receive Threshold Low - FCRTLO (0x2160; R/W)...
8.5.6 Flow Control Receive Threshold High - FCRTHO (0x2168; R/W) .ouiiviiiiiiiiiiiiii i
8.5.7 Flow Control Refresh Threshold Value - FCRTV (0x2460; R/W) ...ccoiiiiiiiiiiiiiiiniineens
8.5.8 Flow Control Status - FCSTS0 (0X2464; RO) ...ouiuiiiiiiiiiiiiie e e s e n e as s
RO K ST 1=y =T ol B =TT of T (o o = PP
8.6.1 PCIe Control - GCR (OX5B00; RW ) uuuiuuitiiieitiesieieaesaeaesesaeaasassaeaeasaasasananeansaeannannss
8.6.2 PCle Statistics Control #1 - GSCL_1 (0X5B10; RW) ..uiuiuiiiiiiiiiiiiiiiiieeeeiee e enre e anenes
8.6.3 PCle Statistics Control #2 - GSCL_2 (OX5B14; RW) .iuiiriiiiiiiiii e e e
8.6.4 PCIe Statistic Control Register #5...#8 -

GSCL_5_8 (0x5B90 4+ 4*N[N=0...3]; RW) ittt e e
8.6.5 PClIe Counter #0 - GSCN_0 (0X5B20; RC) ..uviiiiiiiniiiiiiiiiiiiiiss s ses e
8.6.6 PCIe Counter #1 - GSCN_1 (0X5B24; RC) ...cuiviinininiiiiiiiiiiiie e ee s e e e ss s anes
8.6.7 PCIe Counter #2 - GSCN_2 (OX5B28; RC) ..uiuiiiiiiiiiiiiiiiiieni s e sarasassena s seaens
8.6.8 PCIe Counter #3 - GSCN_3 (0X5B2C; RC)...cviviuiininiiiiiniiiiiininennn, .
8.6.9 Function Active and Power State to MNG - FACTPS (0x5B30; RO)...
8.6.10 Mirrored Revision ID - MREVID (OX5B64; R/W) ...iuiuiiiiiiiiiiiiiiiiiins e eena e eaeas
8.6.11 PCle Control Extended Register - GCR_EXT (OX5B6C; RW) .iuiiriiiiiiiiiiiiiiiiiiiinienenenneeaens
8.6.12 PCIe BAR Control - BARCTRL (OX5BFC; R/W) Target ....ouuvuiuiniiiiiiiiiiinieinareneessisanaenes
SEMAPNOIE REGISTEIS ittt et e e et e e s e e e e et e
8.7.1 Software Semaphore - SWSM (0X5B50; R/W) . uiuiiiiiiiiiii it re e e e
8.7.2 Firmware Semaphore - FWSM (OX5B54; R/WS) ....ciiiuiiiiiiiniiiiiiiiiiiinisenn e
8.7.3 Software-Firmware Synchronization - SW_FW_SYNC (0Ox5B5C; RWS) ....cccoviiiiiiiiiiinininennns 517
8.7.4 Software Mailbox Write - SWMBWR (OX5B04; R/W) .uuvivuniinieiinieiiieneeeieeeiesvneesneeeneenneeens 518
8.7.5 Software Mailbox 0 - SWMBO (OX5B08; RO)...cuiuiriuiiiiiiiiiiiiiiiaineiseasisaeesasisasaseeans 518
8.7.6 Software Mailbox 1 - SWMB1 (OX5BOC; RO ) ot 519
8.7.7 Software Mailbox 2 - SWMB2 (0X5B18; RO)...uiuiiiiiiiiiiiiiie i e ae e s e raenes 519
8.7.8 Software Mailbox 3 - SWMB3 (0x5B1C; RO) . ...519
Interrupt Register Descriptions ........cvvvvuviiiiiiiiiiiiieaeas ...519
8.8.1 PClIe Interrupt Cause - PICAUSE (OX5B88; RW1/C) iuiiiitiiiiiiiiiiiiniitiienensenssieseanennaneanens 519
8.8.2 PClIe Interrupt Enable - PIENA (OX5B8C; R/W) ..uuiuiiiiiiiiiiiiii it e e s e se e e aenaeas 520
8.8.3 Extended Interrupt Cause - EICR (0X1580; RC/W1C) ...cciiiuiuiiiiiiiiiiiiiniiniiieinenerseeeans 520
8.8.4 Extended Interrupt Cause Set - EICS (0X1520; WO) i.iiuiiiiiiiiiiiiiiiii et ee e eea 521
8.8.5 Extended Interrupt Mask Set/Read - EIMS (0x1524; RWS) ....coviviiiiiiiiiiiiiiinnneas 522
8.8.6 Extended Interrupt Mask Clear - EIMC (0X1528; WO) .uiuiuiiiiiiiiiiniiiiiiiinirariseeenasnseaeas 522
8.8.7 Extended Interrupt Auto Clear - EIAC (0OX152C; R/W) tiriiiiiiiiiiii i e e 523
8.8.8 Extended Interrupt Auto Mask Enable - EIAM (0x1530; R/W) ..oiiuiiiiiiiiiiiiininnneeas 524
8.8.9 Interrupt Cause Read Register - ICR (0x1500; RC/W1C) .cciiiiiiiiiiiiiiiiiiiiiiieneieeieeie e 525
8.8.10 Interrupt Cause Set Register - ICS (0X1504; WO) .iuviriiiiiiiiiiii i e eneaeaeanes 527
8.8.11 Interrupt Mask Set/Read Register - IMS (0X1508; R/W) iuiiiiiiiiiiiiiiiiiiiininne e 528
8.8.12 Interrupt Mask Clear Register - IMC (0X150C; WO) ..iuiiiiiiiiiiiiiiiiiee e s 529



®
Contents — Intel® Ethernet Controller 1350 l n tel

8.9

8.8.13 Interrupt Acknowledge Auto Mask Register - IAM (0X1510; R/W) .iiviiiiiiiiiiiiiiiiiiiieeieeeeen 530
8.8.14 Interrupt Throttle - EITR (0x1680 + 4*n [N = 0...24]; R/W) eriiiiieiiiiiiiieieieieneneeieneneens 530
8.8.15 Interrupt Vector Allocation Registers - IVAR (0x1700 + 4*n [n=0...3]; RW) .....covviiiinnnnns 531
8.8.16 Interrupt Vector Allocation Registers - MISC IVAR_MISC (0x1740; RW)...ccoovviiiiiiiiinnnnnnnn. 533
8.8.17 General Purpose Interrupt Enable - GPIE (OX1514; RW) tiuuuiiiiruieririieseriieeistieeesieessinneennns 533
MSI-X Table Register DeSCriPriONS . ... uuiiitiii et e et s e e s s e s e eneas 534
8.9.1 MSI-X Table Entry Lower Address -

MSIXTADD (BAR3: 0X0000 + OX10%*N [N=0... 241; R/W) tevrrunteereerniieeeerieeseeseeseeeereennens 535
8.9.2 MSI-X Table Entry Upper Address -

MSIXTUADD (BAR3: 0x0004 + 0x10*n [N=0...24]; R/W) teiriiiiiiiiiiieeeeene e e 535
8.9.3 MSI-X Table Entry Message -

MSIXTMSG (BAR3: 0x0008 + 0x10*N [N=0...24]; R/W) ittt et 535
8.9.4 MSI-X Table Entry Vector Control -

MSIXTVCTRL (BAR3: 0x000C + 0x10*n [N=0...241; R/W) 1ceiririiiiieiiiiiiinneie e eneenenes 536
8.9.5 MSIXPBA Bit Description -

MSIXPBA (BAR3: 0X2000; RO) . uuuiuiitieiiieeeeieeeeeeere et e eene s a e s e e a s nensnenernsneneeraraens 536
8.9.6 MSI-X PBA Clear — PBACL (OX5B68; R/WLC) ...uuuuteeeeerrrneeeereesiesseesessteseessesnneeeeeseesnenneeees 536
Receive Register DescriptionS.......c.covvivriiiiiiiiiiiiniiiininns ..536
8.10.1 Receive Control Register - RCTL (0X0100; R/W) ouiiriiiiiiiii i et eenaeneaaes ..536
8.10.2 Split and Replication Receive Control - SRRCTL (0xCOOC + 0x40*n [n=0...7]; R/W) .......... 539
8.10.3 Packet Split Receive Type - PSRTYPE (0x5480 + 4*n [n=0...7]; R/W) ..cociiiiiiiiiiiiiiinnns 540
8.10.4 Replicated Packet Split Receive Type - RPLPSRTYPE (0x54C0; R/W)..ccvovvviiiiiiiiiiiiiiiinnenens 541
8.10.5 Receive Descriptor Base Address Low - RDBAL (0xC000 + 0x40*n [n=0...7]; R/W)........... 542
8.10.6 Receive Descriptor Base Address High - RDBAH (0xC004 + 0x40*n [n=0...7]; R/W).......... 542
8.10.7 Receive Descriptor Ring Length - RDLEN (0xC008 + 0x40*n [n=0...7]; R/W)...c.ccvvvvvinnnen. 542
8.10.8 Receive Descriptor Head - RDH (0xC010 + 0x40*n [N=0...7]; RO) ceeiitiiiiiiiiiiiiiiiiiennnnens 543
8.10.9 Receive Descriptor Tail - RDT (0xC018 + 0x40*n [N=0...7]; R/W) ..ccioiiiiiiiiiiiiiiniiieens 543
8.10.10 Receive Descriptor Control - RXDCTL (0xC028 + 0x40%*n [n=0...7]; R/W) ieiiiiiiiiiieianns 543
8.10.11 Receive Queue drop packet count - RQDPC (0xC030 + 0x40*n [n=0...7]; RC) .cecevvvvvinnnnn. 545
8.10.12 Receive Checksum Control - RXCSUM (0X5000; R/W) ..iuieiiiniiiiiniiiiinnnseenesasieenenaes 545
8.10.13 Receive Long Packet Maximum Length - RLPML (0x5004; R/W)...ciciiiiiiiiiiiiiiiiiiicenaeens 547
8.10.14 Receive Filter Control Register - RFCTL (0X5008; R/W) ..iuviviviiiiiiiiiiiiiiniiin e 547
8.10.15 Multicast Table Array - MTA (0x5200 + 4*n [N=0...127]; R/W) ieiriiiiiiiiiiiiinieinenaaas 548
8.10.16 Receive Address Low - RAL (0x5400 + 8*n

[N=0...15]; OX54E0 + 8*N [N=0...15]; R/W) ttiriuiiiitititiiiiiieiiiiieieiene et e e naeaeaeaeneaas 548
8.10.17 Receive Address High - RAH (0x5404 + 8*n

[n=0...15]; OX54E4 + 8*N [N=0...15]; R/W) teiriiitiiiiiiiiiie e aeeaeeeeas 549
8.10.18 VLAN Filter Table Array - VFTA (0x5600 + 4*n [N=0...127]; R/W)..ciiiiiiiiiiiiiiiiieieeene 550
8.10.19 Multiple Receive Queues Command Register - MRQC (0x5818; R/W).....covvviiiniiiiiniinininens, 550
8.10.20 RSS Random Key Register - RSSRK (0x5C80 + 4*n [N=0...9]; R/W) ciiiiiiiiiiiiiiiiiiiiineens 551

8.10.21 Redirection Table - RETA (0x5C00 + 4*n [N=0...31]; R/W) i 551
Filtering Register DeSCIPLIONS ....viviiiiieiiiiinie i rae e aeaas .

8.11.1 Immediate Interrupt RX - IMIR (0x5A80 + 4*n [n=0...7]; R/W ............ ..552
2.11.2 Immediate Interrupt Rx Ext. - IMIREXT (Ox5AA0 + a*n [n W71 RIW) e 554
0 PPN 554
8.11.4 2-tuples Queue Filter - TTQF (0X59E0 + 4*n[N=0...7]; RW) .iiiiiiiiiiiiiiicinii e 554
8.11.5 Immediate Interrupt Rx VLAN Priority - IMIRVP (OX5ACO0; R/W) ..iviviiiiiiiiiiiiiiniieeieaneens 555
8.11.6 SYN Packet Queue Filter - SYNQF (OX55FC; RW) 1uiuiuiiiiiiiiiini i 556
8.11.7 EType Queue Filter - ETQF (OX5CBO0 + 4*n[N=0...7]; RW) ciitiiiiiiiiiiiicnicee e 556
Transmit Register DeSCIIPLIONS ....viuiiit i st e e aaas 557
8.12.1 Transmit Control Register - TCTL (0X0400; R/W) ..iuiiiiiiiiiiiiiiiiiinr e 557
8.12.2 Transmit Control Extended - TCTL_EXT (0X0404; R/W) ..uiiiiiiiiiiii i i neeie e eaeneas 558
8.12.3 Transmit IPG Register - TIPG (0X0410; R/W) ..uuiuiuiiiiniiiiiiiinniinissien e rarasassnanasasaeas 558
8.12.4 Retry Buffer Control = RETX_CTL (0X041C; RW)....uiiiuiiiiiiiiiiininreene s e eeeens 559
8.12.5 DMA TX Control - DTXCTL (OX3590; R/W) euuiuiiiie it ie e e s e eere e eeaeeenerasneneeens 559
8.12.6 DMA TX TCP Flags Control Low - DTXTCPFLGL (0X359C; RW)...cuiiiiiiiiiiiiinininiieenaenenes 560
8.12.7 DMA TX TCP Flags Control High - DTXTCPFLGH (OX35A0; RW) ....uiviviiiiiiiiiiiiieiieieieee e 560
8.12.8 DMA TX Max Total Allow Size Requests - DTXMXSZRQ (0x3540; RW)....ccioviiiiiiiiiiiiiiiennnns 560
8.12.9 DMA TX Maximum Packet Size - DTXMXPKTSZ (Ox355C; RW) ...iuiuiiiiiiiiiiiiiiiiiniiciieieaans 561
8.12.10 Transmit Descriptor Base Address Low - TDBAL (0OxE000 + 0x40*n [n=0...7]; R/W).......... 561
8.12.11  Transmit Descriptor Base Address High - TDBAH (0xE004 + 0x40*n [n=0...7]; R/W)......... 562
8.12.12  Transmit Descriptor Ring Length - TDLEN (OXE008 + 0x40*n [n=0...7]; R/W) ....cccvviinnnnnn 562
8.12.13  Transmit Descriptor Head - TDH (OXE010 + 0x40*n [N=0...7]; RO) ..cciiiiriiiiiiiiniiiiiienenns 562
8.12.14  Transmit Descriptor Tail - TDT (OXxE018 + 0x40*n [N=0...7]; R/W).cicoiiiiiiiiiiiiiiiiiiieeene 563
8.12.15  Transmit Descriptor Control - TXDCTL (0xE028 + 0x40*n [n=0...7]; R/W) c.coviviiiiiiiiinnnnns 563
8.12.16  Tx Descriptor Completion Write - Back Address
Low - TDWBAL (OXE038 + 0x40*N [N=0...7]; R/W) ¢iriiiiieieiiiir e e e e e 565
8.12.17  Tx Descriptor Completion Write-Back Address
High - TDWBAH (OXEO3C + 0x40*N [N=0...7 ;R/W) .ttt eeee e 565
8.12.18 Transmit Queue drop packet count - TQDPC (0XxE030 + 0x40*n [n=0...7]; RW) ....cevuvrnennnn 566
DCA and TPH Register DeSCIiPLiONS ..uiuiuititiiiititititit et a et e e e eraeeas 566
8.13.1 Rx DCA Control Registers - RXCTL (0xC014 + 0x40*n [n=0...7]; R/W) «coviiiiiiiiiiiniiinens, 566
8.13.2 Tx DCA Control Registers - TXCTL (OXE014 + 0x40*n [n=0...7]; R/W).eiiiiiiiiiiiiiiiiiinnnns 568
8.13.3 DCA Requester ID Information - DCA_ID (OX5B70; RO) ..cvviviviiiiiiiiiiiiinina e 569
8.13.4 DCA Control - DCA_CTRL (OX5B74; R/W) cuuiuitiiiiiiiiieee et enee e e e e e sane e e 569

21



(int )
l n e Intel® Ethernet Controller 1350 — Contents

8.14 Virtualization Register DESCIiPtiONS . .u..iiriiiit ittt et e e e et e et a e e reaaens 570
8.14.1 VMDq Control Register — VT_CTL (OX581C; R/W) tuiuieiriiiiiieieieieirienesnensenenesnsnsnenenernnnens 570
8.14.2 Physical Function Mailbox - PFMailbox (OX0CO0 + 4*n[n=0...7]; RW)...cocoiiiiiiiiiiininiinnnns 570
8.14.3 Virtual Function Mailbox - VFMailbox (0x0C40 + 4*n [n=0...7]; RW) .ciceiiiiiiiiiiiiiiiiininenns 571
8.14.4 Virtualization Mailbox Memory - VMBMEM (0x0800:0x083C + 0x40*n [n=0...7]; R/W)....... 571
8.14.5 Mailbox VF Interrupt Causes Register - MBVFICR (0X0C80; R/WI1C) ..ccvvviiiiniiiiiinininninnnnns 572
8.14.6 Mailbox VF Interrupt Mask Register - MBVFIMR (OX0C84; RW) .ivviiviiiiiiiiiiiiiiiieiiennenenneenens 572
8.14.7 FLR Events - VFLRE (OXO0C88; R/WIC) tuuuiiiiniuiiiniiiiiiiiiisssienintisisssasasesessnsasisananenss 572
8.14.8 VF Receive Enable- VFRE (0x0C8C; RW) .... ...572
8.14.9 VF Transmit Enable - VFTE (0x0C90; RW) .....cccvvuvunens ...573
8.14.10 Wrong VM Behavior Register - WVBR (0X3554; RC) .iuiiuiiiiiiiiiiiiiiiiiiiie e senaee s e 573
8.14.11 Malicious Driver Free Block - MDFB (0X3558; RO)....cociviviiiiiiiiiiiiii i 573
8.14.12 VM Error Count Mask — VMECM (0X3510; RW) tuiuiiiiiiiiiiiiii s e s enesneenensanneens 573
8.14.13 Last VM Misbehavior Cause — LVMMC (0X3548; RC) . ..iiuiiiiiiiiiiiiiiiiiiiiie it senaeneeeeaes 574
8.14.14 Queue Drop Enable Register - QDE (0X2408;RW) ..uiuiiiiiiiiiiiiiiiiiniiisiiess s asnenees 574
8.14.15  TX Switch Control - TXSWC (OX5ACC; R/W ) .uuuiuiiieieieieieieseveaeaesseaenesesasneesesaseneneaennss 575
8.14.16 VM VLAN Insert Register - VMVIR (0x3700 + 4 *n [n=0...7]; RW) ccociiiiiiiininiiiiiinens 575
8.14.17 VM Offload Register - VMOLR (Ox5ADO0 + 4*n [N=0...7]; RW) ciiiiiiiiiiiiiinineenas 575
8.14.18 DMA VM Offload Register - DVMOLR (0xC038 + 0x40*n[n 0...71; RW) ciiiiiiiiiieeeeeens 576
8.14.19  VLAN VM Filter - VLVF (Ox5D00 + 4*n [N=0...31]; RW) ...iiiiiiiiiiiiiiinien e 577
8.14.20 Unicast Table Array - UTA (0xA000 + 4*n [n=0...127]; R/W) i 577
8.14.21 Storm Control - Control Register- SCCRL (0x5DB0; RW) ....... ...578
8.14.22 Storm Control status - SCSTS (0x5DB4;RO) ......cccevvvvviniinnnnn. ...578
8.14.23 Broadcast Storm Control Threshold - BSCTRH (OX5DB8; RW).....ccoviiiiiiiiiiiiiiiiieeens 578
8.14.24 Multicast Storm Control Threshold - MSCTRH (OX5DBC; RW) ...viiiiiiiiiiiiiiiiiieicievieeaeens 579
8.14.25 Broadcast Storm Control Current Count - BSCCNT (OX5DCO; RO) .ivviviiiiiiiiiiiiiiiieieeeaen 579
8.14.26 Multicast Storm Control Current Count - MSCCNT (OX5DC4; RO) ..uvvviviiiniiiiiiiiiiiinniaieenens 579
8.14.27 Storm Control Time Counter - SCTC (OX5DC8; RO)..uuuiuiiiiiriiiiieiiiiiisiee e ieeeneaneeaes 579
8.14.28 Storm Control Basic Interval- SCBI (OX5DCC; RW) ittt eiese et ne e e e 580
8.14.29  Virtual Mirror Rule Control - VMRCTL (0x5D80 + Ox4*n [n= 0...3]; RW)....cooviiiiiiniininennns 580
8.14.30  Virtual Mirror Rule VLAN - VMRVLAN (0x5D90 + 0x4*n [n— 0.. 3], RW) i 581
8.14.31 Virtual Mirror Rule VM - VMRVM (0x5DA0 + 0x4*n [n= 0...3]; RW) ceiiiiiiiiiiiiiiieeeas 581

8.15 Timer REGIStErS DeSCI PEION vttt et et 581
8.15.1 Watchdog Setup - WDSTP (0X1040; R/W ) wuiiiiiiiiitiiie ittt eer e st e e naenaeneanenes 581
8.15.2 Watchdog Software Device Status - WDSWSTS (0x1044; R/W). ...582
8.15.3 Free Running Timer - FRTIMER (0x1048; RWS)..........ocvvenene. ...582
8.15.4 TCP Timer - TCPTIMER (OX104C; R/W) 1iuiuiiiiiiiiiiiiiiint e e ea e 582

8.16 Time SyNc Register DEeSCIIPLIONS .. .uuuisieiiitisiiiitet ittt a et e s et e e raeas 583
8.16.1 RX Time Sync Control Register - TSYNCRXCTL (OXB620;RW) ...viuiuiiiiiiiiiiiiiiiiiieianaeeaens 584
8.16.2 RX Timestamp Low - RXSTMPL (0XB624; RO) ...vviiiiiiiiiiiiiiiiiiii s ees e 584
8.16.3 RX Timestamp High - RXSTMPH (OXB628; RO) ...uiuiiiiiiiiiiiiiiiiiiinisin e 585
8.16.4 RX Timestamp Attributes Low - RXSATRL(OXB62C; RO)...cuviviviuiiiiiiiiiiiniiiiiieieninnsaseeaens 585
8.16.5 RX Timestamp Attributes High- RXSATRH (0XB630; RO) ..ccviiiiiiiiiiiiiiiiiiiisieieneneaeeae 585
8.16.6 TX Time Sync Control Register - TSYNCTXCTL (OXB614; RW) ....ocvviiiiiiiiniiiiiiiiiiiininiens 585
8.16.7 TX Timestamp Value Low - TXSTMPL (OXB618; RO) ....oviviuiiiiiiiiiiiniiiiiieninesieeenesaseeaens
8.16.8 TX Timestamp Value High - TXSTMPH(OXB61C; RO) .iiuiiviiiiiiiiiiiiiiiiniie i ieeenaaas
8.16.9 System Time Register Residue - SYSTIMR (0xB6F8; RW)

8.16.10 System Time Register Low - SYSTIML (OXB600; RW) ...viuiuiiiiiiiiiiin e
8.16.11 System Time Register High - SYSTIMH (0xB604; RW)...... .
8.16.12 Increment Attributes Register - TIMINCA (0xB608; RW)...

8.16.13  Time Adjustment Offset Register Low - TIMADIL (0xB60C; RW)

8.16.14  Time Adjustment Offset Register High - TIMADJH (OXB610;RW) ...cviiiiiiiiiiiiiiiiiieceeeans
8.16.15  TimeSync Auxiliary Control Register - TSAUXC (0XB640; RW) ....coviviiiiiiiiniiiiiiinnnieaen
8.16.16  Target Time Register 0 Low - TRGTTIMLO (OXB644; RW) ....iiiiiiiiiiiiiiiiiiiininineininesesaeaes
8.16.17 Target Time Register 0 High - TRGTTIMHO (OXB648; RW)....cciiiiiiieiiiiiiiiiiiieieieeienneneas
8.16.18  Target Time Register 1 Low - TRGTTIML1 (OXB64C; RW) ..iuiiiiiriiiiiiiiiiiiinnininieneeaens
8.16.19  Target Time Register 1 High - TRGTTIMH1 (OXB650; RW).....cociviriiiiiiniiiiiiiniiiiiienenenaeaes
8.16.20 Frequency Out 0 Control Register FREQOUTO (OXB654; RW) ..cviiiiiiiiiiiiiiiiiieinie e
8.16.21 Frequency Out 1 Control Register - FREQOUT1 (OXB658; RW).....oviviiiiiiiiniiiiiiiiiinieiens
8.16.22 Auxiliary Time Stamp 0 Register Low - AUXSTMPLO (OXB65C; RO)...ccuvvviiiiiiniiiiiiiiiiennnnns
8.16.23 Auxiliary Time Stamp 0 Register High ~AUXSTMPHO (0xB660; RO)

8.16.24  Auxiliary Time Stamp 1 Register Low AUXSTMPL1 (0xB664; RO)....

8.16.25  Auxiliary Time Stamp 1 Register High - AUXSTMPH1 (0xB668; RO).
8.16.26  Time Sync RX Configuration - TSYNCRXCFG (OX5F50; R/W) ..iiuiiiiiiiiiiiiiiiiiieieieienaeaas
8.16.27  Time Sync SDP Configuration Register - TSSDP (0X003C; R/W)...oviviuiiiiiiiiniiiininininninenes
8.16.28 Time Sync Interrupt REGISTErS ...uiuiiriiii i e
8.16.28.1 Time Sync Interrupt Cause Register - TSICR (OXB66C; RC/W1C) ...coiviiiiiiiiiiiiiiiiiiieiiiennns
8.16.28.2 Time Sync Interrupt Mask Register - TSIM (OXB674; RW)....ccoviiiiiiiiiiiiiiiiinneeans
8.16.28.3 Time Sync Interrupt Set Register - TSIS (OXB670; WO) ..uiiiiiiiiiiiiiiiiiiiiinnerer e

8.17 R O R RCTo [ 1 = gl B L= T Yo o o) o o 1= PP
8.17.1 PCS Configuration - PCS_CFG (0X4200; R/W) .u.uiuiiiiiiiiiiiiiiiers e e ees e
8.17.2 PCS Link Control - PCS_LCTL (OX4208; RW) 1..uuuiiiiiiiiiiiiiiiieie e erseaeas e eeneaneees
8.17.3 PCS Link Status - PCS_LSTS (0X420C; RO) ..iviviiiiiiiiiiiiiiiiiiiinrsinen s enesansa e
8.17.4 AN Advertisement - PCS_ANADV (0X4218; R/W) ..uiiiiiiiiiiieeeiiiiiieeeeeiiiieeeeeeesnnseeeeessnnnnnns
8.17.5 Link Partner Ability - PCS_LPAB (OX421C; RO) ...cuuuiiiiineiiiieeetieestiieesaneesstneesstnaeesnneaenns

22



®
Contents — Intel® Ethernet Controller 1350 l n tel

8.17.6 Next Page Transmit - PCS_NPTX (0X4220; RW) ..iiuiiuiieiiiiiiiiiii i ene it nenee s e eaenneens 600
8.17.7 Link Partner Ability Next Page - PCS_LPABNP (0X4224; RO) ..ccvvviriiiiiiereieineeienennrnenenenens 601
8.17.8 SFP I2C Command- I2CCMD (0X1028; R/W ) uuueiuiiiiiiitiitiieeiteaeeieeieeaenasaeeeaneaesneeneenanes 601
8.17.9 SFP I2C Parameters - I2CPARAMS (0X102C; R/W) . uuuiuiiiniiiene e vt eeene e eenenes 602
8.18 Statistics Register DeSCriPriONS ...ttt e e e e e 603
8.18.1 CRC Error Count - CRCERRS (0X4000; RC) tuiutiuiiiiiiitiitiieateitiieeesaeaeeiesieatsnesnesennensaneanes 603
8.18.2 Alignment Error Count - ALGNERRC (0X4004; RC) ...ciuiiriiiiiiiiiiiiei i eenaeneseeeeaenes 604
8.18.3 Symbol Error Count - SYMERRS (0X4008; RC) ..uiuiiiiiiiiiiiiiiiiii i ee s e e saeneaeeae 604
8.18.4 RX Error Count - RXERRC (OX400C; RC)..utuuiuiuiniintiiiiiniieinineineiasasnsessssssesesnsnsnennrases 604
8.18.5 Missed Packets Count - MPC (0X4010; RC) .iuiiriiriiiiiiii i et e e e e e 605
8.18.6 Single Collision Count - SCC (OX4014; RC) .iuiuiieieiniiiinnenaenenersrnenenerersensaraeanrnsnsaeneensnenes 605
8.18.7 Excessive Collisions Count - ECOL (0X4018; RC) ..uviviiiriiiiiiiiiiiiiineeresrsaseenaraseeeens 605
8.18.8 Multiple Collision Count - MCC (0X401C; RC) .iuiiuiiiiiiiieiiii it era et nee s e aenaaeas 605
8.18.9 Late Collisions Count - LATECOL (0X4020; RC).iuuiiiiiiiiiiiiiiiii i einie st sesen e naaneaaens 606
8.18.10  Collision Count - COLC (0OX4028; RC) ..uuiuiuiritiiiiititiiiitisiaseiaessssseserasnsnesrarassnsaeens 606
8.18.11 Defer Count - DC (0X4030; RC) ..uiiuiititiiieinteitet et ieeeaseseaeeeaseaseas st reeneataaeenereanennans 606
8.18.12  Transmit with NO CRS - TNCRS (0X4034; RC) ciuvuririniiieeninaenerereseneinsesnsnnaeanansnsnennensnenes 606
8.18.13 Host Transmit Discarded Packets by MAC Count - HTDPMC (0x403C; RC) ..607
8.18.14 Receive Length Error Count - RLEC (0x4040; RC)... ..607
8.18.15 XON Received Count - XONRXC (0X4048; RC) ..oiuiiuiiiiiiiieiiiiiiiiiiieseiteie e stanae e senaeneaaes 607
8.18.16  XON Transmitted Count - XONTXC (0OX404C; RC) «.viuiuiniieiniiiriiiiieieieraerenesassseaesaanas 607
8.18.17  XOFF Received Count - XOFFRXC (0X4050; RC) t.vvviuiuiineiniiieneieieieneneeneneenesnsneneneaesnanes 608
8.18.18 XOFF Transmitted Count - XOFFTXC (0X4054; RC) ..iiuiiiiiiiiiiiii i seeaene e e eaa e 608
8.18.19 FC Received Unsupported Count - FCRUC (0X4058; RC) ...cvviviiiiieiiiiiiiiiiiiienenneeenae 608
8.18.20 Packets Received [64 Bytes] Count - PRC64 (0X405C; RC) .ivvvriiiiiiiiiiiiiiiiineieeieenenaas 609
8.18.21 Packets Received [65—127 Bytes] Count - PRC127 (0x4060; RC)....ccvviiiiiiiiniiiiiinininiennens 609
8.18.22 Packets Received [128—255 Bytes] Count - PRC255 (0x4064; RC).....ccovviiniiiiiiiiiinninnnnns 609
8.18.23 Packets Received [256—511 Bytes] Count - PRC511 (0Xx4068; RC)....cccevvvvriieiiiniinnninnennnns 610
8.18.24 Packets Received [512—1023 Bytes] Count - PRC1023 (0x406C; RC) ..ccvvvvviiiiiiiiiiiiieinnnnn. 610
8.18.25  Packets Received [1024 to Max Bytes] Count - PRC1522 (0x4070; RC) ..ccvvviviiiiiiiiinennnnns 610
8.18.26 Good Packets Received Count - GPRC (0X4074; RC) tiviuuieiiiiiiiiii e eenaeaeseenennanes 611
8.18.27 Broadcast Packets Received Count - BPRC (0X4078; RC) ...couiviuiiiniiiiiiniiniiiiininieninens 611
8.18.28 Multicast Packets Received Count - MPRC (0X407C; RC)...civiiiiiiiiiiiiiiiiirieinenesneenenaes 611
8.18.29 Good Packets Transmitted Count - GPTC (0X4080; RC) ...viiiiiiiiiiiiiiiii i naeneeeea 612
8.18.30  Good Octets Received Count - GORCL (0X4088; RC)...iuvvuiririniiiiiiiiiniiniiiinnniisninssans 612
8.18.31  Good Octets Received Count - GORCH (0X408C; RC) ....cvviiiiiiiiiiiiiiiini i eeeas 612
8.18.32 Good Octets Transmitted Count - GOTCL (0X4090; RC).civiitiiiiiiiieiiiiiie i ieneeneeenans 612
8.18.33  Good Octets Transmitted Count - GOTCH (0X4094; RC) ...iviviriiiiiiiiiiiiiiiiennreeees 613
8.18.34  Receive No Buffers Count - RNBC (0OX40A0; RC)..cuuiuiiiiiiiiiiiiniiiiiire e ssenesaenas 613
8.18.35 Receive Undersize Count - RUC (OX40A4; RC) ..iuiiuiiriiiiiiii i st eeetsne e e nnenaans 613
8.18.36 Receive Fragment Count - RFC (0X40A8; RC) ..uiuiiiiiiiiiiiniiiiiiiiniasi s 614
8.18.37 Receive Oversize Count - ROC (0x40AC; RC). ..614
8.18.38 Receive Jabber Count - RIC (0x40B0; RC)...cocvvvvviiniiiiiiinninnns ..614
8.18.39 Management Packets Received Count - MNGPRC (0x40B4; RC) .....ovvvvviiiiiiiiiiiiniiiiennn, 615
8.18.40 Management Packets Dropped Count - MPDC (OX40B8; RC)...c.vvviiriiiiiiniiiiiiiiieiiennenenneanans 615
8.18.41 Management Packets Transmitted Count - MNGPTC (0X40BC; RC)...covvvviiiiiiiiiiiiiinniiinnenns 615
8.18.42 BMC20S Packets Sent by BMC - B2ZOSPC (OX8FEQD; RC)..uuiiuiiuiiiiiiiiiiiiineiiieiierieseenaaeanenns 615
8.18.43 BMC20S Packets Received by host - B2ZOGPRC (0x4158; RC).....vviiiiiiniiniiiiiiiiiineiinnenenes 616
8.18.44  0S2BMC Packets Received by BMC - O2BGPTC (OX8FE4; RC)..ccivivirreiienrnrnrenenenrnenensnnnnens 616
8.18.45 0S2BMC Packets Transmitted by Host - O2BSPC (0X415C; RC) .icviiiiiiiniiiiiiiiiiieieeeeienenes 616
8.18.46 Total Octets Received - TORL (OX40C0; RC) .iriiiiiiiiiiie it iieeeie e ie st e neenenieeneens 616
8.18.47  Total Octets Received - TORH (OX40C4; RC) .uiiiiiiiiiiiiiitiieene it eiestene e seaneneseanenaanes 617
8.18.48  Total Octets Transmitted - TOTL (OX40C8; RC) ..viviuiiiiiiiiiiiiiiiiiiiisr e 617
8.18.49 Total Octets Transmitted - TOTH (OX40CC; RC).uuiuiiiiiiitiitiieiiiiieieiieaentsne e sneneeneaeans 617
8.18.50 Total Packets Received - TPR (0X40D0; RC).iuuiiiiiiiiiiiiii i et e n e e e 618
8.18.51  Total Packets Transmitted - TPT (0X40D4; RC) ..viviuiuiinnininiiiniiiiiiinininsinnnssinenesaans 618
8.18.52 Packets Transmitted [64 Bytes] Count - PTC64 (0X40D8; RC) ...o.iviviiiiininiiiiiniiiiiineiananns 618
8.18.53 Packets Transmitted [65—127 Bytes] Count - PTC127 (0x40DC; RC) ..cvvvvviiiiiiiiiiiniiininnns 619
8.18.54 Packets Transmitted [128—255 Bytes] Count - PTC255 (OX40EQ; RC).....cvvvvivvniniinininininins 619
8.18.55  Packets Transmitted [256—511 Bytes] Count - PTC511 (OX40E4; RC).....covevvvviniininnnnnnnnns 619
8.18.56 Packets Transmitted [512—1023 Bytes] Count - PTC1023 (OXx40E8; RC) ...ccvvvvvviiiininnnnnns 620
8.18.57 Packets Transmitted [1024 Bytes or Greater] Count - PTC1522 (Ox40EC; RC).....covvvvivinene, 620
8.18.58 Multicast Packets Transmitted Count - MPTC (0OX40F0; RC) ..ouvviviiiiiiniiiiiiiiiiinineeenae 620
8.18.59 Broadcast Packets Transmitted Count - BPTC (OX40F4; RC) ...cvviiviiiiiiiiiiiiiieiiiiecennaens 620
8.18.60 TCP Segmentation Context Transmitted Count - TSCTC (0x40F8; RC) ....cvviiviiniiinininninnnns 621
8.18.61  Interrupt Assertion Count - IAC (0x4100; RC) ...cvvvvviviiininiininiininnnns ..621
8.18.62 Rx Packets to Host Count - RPTHC (0x4104; RC). ..621
8.18.63 EEE TX LPI Count - TLPIC (OX4148; RC).iutiuiiuiitititineaneeiieaaesneanaatsaeansssansnesaeanssnannennans 621
8.18.64 EEE RX LPI Count = RLPIC (OX414C; RC) titiuiiriiiiiiiirinensentsneensiseansnnsassnssssansnssnsesssssnsnnnns 622
8.18.65 Host Good Packets Transmitted Count-HGPTC (0X4118; RC)..civriiriiiiiiiiiiiiiiiiienenannennens 622
8.18.66 Receive Descriptor Minimum Threshold Count-RXDMTC (0x4120; RC) ....covvviiiiiiiniinininnnins 622
8.18.67 Host Good Octets Received Count - HGORCL (0x4128; RC)..vvuiuiiiiiiniiiiiiiiiiienerneeeanes 622
8.18.68 Host Good Octets Received Count - HGORCH (0X412C; RC) ..ivviiiiiiiiiiiiiiiiiiie i eenans 623
8.18.69 Host Good Octets Transmitted Count - HGOTCL (0x4130; RC) ..ovvvvviiiiiiiniiniiniiiiniiniaeans 623
8.18.70  Host Good Octets Transmitted Count - HGOTCH (0x4134; RC) ...ovvviiiiiiiiiiiiiiiiiineeenaenes 623

23



8.19

8.20

8.21

8.22

24

Intel® Ethernet Controller 1350 — Contents

8.18.71 Length Error Count - LENERRS (OX4138; RC)..uiiuiiiiuiitiiiiiiiieisiiiiiiieienentensenesennennaneanens 624
8.18.72 SerDes/SGMII/KX Code Violation Packet Count - SCVPC (0x4228; RW) ..c.vvvviieininiinenennnnns 624
8.18.73 Switch Security Violation Packet Count - SSVPC (0X41A0; RC) ..iviiviiinininiiiiiiiinininenieans 624
8.18.74 Switch Drop Packet Count - SDPC (OX41A4; RC/W) tiuiiriiiiiiiiiiiitiieiie e ieitsnesnesenneneaneans 624
8.18.75 Loopback Full Buffer Drop Packet Count - LPBKFBDPC (0x4150; RC/W) .icoviiiiiiiiiiiiineiinnnnns 625
8.18.76 Management Full Buffer Drop Packet Count - MNGFBDPC (0x4154; RC/W)..c.ccviviniiniinnnnns 625
8.18.77 Statistical CoUNtErs Per QUEUE . ...ttt e ettt e e e e e e e e aaes 625
8.18.77.1 Per Queue Good Packets Received Count -

VFGPRC (010010 + n*0x100 [N=0...7]; RW) ettt ettt e aneens 625
8.18.77.2 Per Queue Good Packets Transmitted Count -

VFGPTC (0x10014 4+ n*0x100 [N=0...7]; RW ) tttititiriiiiiiieierieiraeeeeenereseeneenenesnenenenennas 626
8.18.77.3 Per Queue Good Octets Received Count -

VFGORC (0x10018 + n*0X100 [N=0...7]; RW) ¢ttt e e e e nenenes 626
8.18.77.4 Per Queue Good Octets Transmitted Count -

VFGOTC (0x10034 + n*0x100 [N=0...7]; RW) 1ttt es e aneens 626
8.18.77.5 Per Queue Multicast Packets Received Count -

VFMPRC (0x10038 + n*0X100 [N=0...7]; RO) ttiriuiiiieitiiiiin e ee e ren e nenenenes 627
8.18.77.6 Good TX Octets loopback Count -

VFGOTLBC (0x10050 4+ n*0x100 [N=0...7]; RW) tuiiiiiiiiiiee et ee e e nenenes 627
8.18.77.7 Good TX packets loopback Count -

VFGPTLBC (0x10044+4+ n*0x100 [N=0...7]; RW) ciuitiriiiiiiiiiiiineie e e 628
8.18.77.8 Good RX Octets loopback Count -

VFGORLBC (0x10048+ n*0x100 [N=0...7]; RW) 1ttt e snensnenesnnnanes 628
8.18.77.9 Good RX Packets loopback Count -

VFGPRLBC (0x10040+ n*0X100 [N=0...7]; RW) ¢ttt e e enenes 628
Manageability = L £ o oL PP 628
8.19.1 BMC Management Receive Packets Dropped Count - BMRPDC (0x4140; RC) ....covvvvvvneinnnnns 629
8.19.2 BMC Management Transmit Packets Dropped Count - BMTPDC (OX8FDC; RC).....cevvvvvuennnns 629
8.19.3 BMC Management Packets Transmitted Count - BMNGPTC (0x4144; RC) ..ccvvvvvvvivnenniennnnnns 629
8.19.4 BMC Management Packets Received Count - BMNGPRC (0x413C; RC) ...vvvniiiiiiiiinninnnenns 629
8.19.5 BMC Total Unicast Packets Received - BUPRC (0x4400; RC)...cioviiiiiiiiiiiiiiiiciinieeeaens
8.19.6 BMC Total Multicast Packets Received - BMPRC (0x4404; RC) ...ccvviiiiriiiiiniiiiiiiinianenens
8.19.7 BMC Total Broadcast Packets Received - BBPRC (0x4408; RC) ....covvviviiiinininiiiniininienenens
8.19.8 BMC Total Unicast Packets Transmitted - BUPTC (0X440C; RC) ..ccivviiiiiiiiiiiiiiiiiiieeennanens
8.19.9 BMC Total Multicast Packets Transmitted - BMPTC (0x4410; RC) .... .
8.19.10 BMC Total Broadcast Packets Transmitted - BBPTC (0x4414; RC) ...
8.19.11 BMC FCS Receive Errors - BCRCERRS (0X4418; RC) ..iviuiiiiiiiiiiiii i i eaeia e eaenaaens
8.19.12  BMC Alignment Errors - BALGNERRC (OX441C; RC) t.iuiiiiririiiiiiiitiiiineieeseenenessssenensneananas
8.19.13 BMC Pause XON Frames Received - BXONRXC (0X4420; RC)...c.vvuinirniiiiniriiiineninnininsenns
8.19.14 BMC Pause XOFF Frames Received - BXOFFRXC (0x4424; RC) ..ociiiiiriiiiiiiiiiiiieiiienaennaens
8.19.15 BMC Pause XON Frames Transmitted - BXONTXC (0x4428; RC) ....covvviiiiiiiiiiiininiiiniens
8.19.16 BMC Pause XOFF Frames Transmitted - BXOFFTXC (0x442C; RC)

8.19.17 BMC Single Collision Transmit Frames- BSCC (0x4430; RC) ...cvviiiiiiiiiiiiiiiiieiinieeennanens
8.19.18 BMC Multiple Collision Transmit Frames - BMCC (0X4434; RC) ....iviiviiiiiiiininiiiiiininens
Wake Up Control Register DeSCIIPLIONS . ..uuiuiititieiitieiae it st e et e s s e s s e e s a e e e raes
8.20.1 Wakeup Control Register - WUC (0X5800; R/W) .iuuiuiiiiiiiiiiiii it eeeae s eeee e eaenes
8.20.2 Wakeup Filter Control Register - WUFC (0X5808; R/W) ..civiiiiiiiiiiiiiiiiiin e
8.20.3 Wakeup Status Register - WUS (0x5810; R/W1C)

8.20.4 Wakeup Packet Length - WUPL (0x5900; RO) ..cvcvvviiviniiiiinnennnne,

8.20.5 Wakeup Packet Memory - WUPM (0x5A00 + 4*n [n=0...31]; RO)...
8.20.6 Proxying Filter Control Register - PROXYFC (OX5F60; R/W) tuiuiiiiiiiiiiiiiiiiiinnneennesaeaas
8.20.7 Proxying Status Register - PROXYS (OX5F64; R/W1C) cuiiuiiiiiiiriiiiiiiiiieienteineiesennennaneanens
8.20.8 IP Address Valid - TIPAV (0X5838; R/W ) tuuuiuiiititiuiniaentinssaesestaseenessessraennsseeneaeensnanenenes
8.20.9 IPv4 Address Table - IP4AT (0x5840 + 8*n [N=0...3]; R/W) ..oiiiiiiiiiiiiiiiiiiinnneens
8.20.10 IPv6 Address Table - IP6AT (0x5880 + 4*Nn [N=0...3]; R/W) .ceiitiiiiiiiiiiiiiiiiii e eeeaes
8.20.11 Flexible Host Filter Table Registers - FHFT (0x9000 - OX93FC; RW) ...ivvviiniiniiiiinnininiinens 640
8.20.11.1 Flex Filter QUeUEING Field .....iuiuiiiiiiiii e 641
8.20.11.2 Flex Filter O = EXamiple. it ettt e ettt e e et e e aeaaens 642
8.20.12 Flexible Host Filter Table Extended Registers - FHFT_EXT (0x9A00 - Ox9DFC; RW) ............ 642
Management RegiSter DeSCIiPEIONS ... .ttt e
8.21.1 Management VLAN TAG Value - MAVTV (0x5010 +4*n [n=0...7]; RW)..ccooiiiiiiiiiiiiiinnnnens
8.21.2 Management Flex UDP/TCP Ports - MFUTP (0x5030 + 4*n [n=0...3]; RW). .
8.21.3 Management Ethernet Type Filters- METF (0x5060 + 4*n [n=0...3]; RW)..
8.21.4 Management Control Register - MANC (0OX5820; RW) .i.uiiiiiiiiiiiiii i eeeaeees
8.21.5 Management Only Traffic Register - MNGONLY (0X5864; RW) .....iiviiiiiiiiiiiiiiiiiieieeeeeaens
8.21.6 Manageability Decision Filters- MDEF (0x5890 + 4*n [n=0...7]; RW) ...cooiiiiiiiiiiiiiiiiens
8.21.7 Manageability Decision Filters- MDEF_EXT (0x5930 + 4*n[n=0...7]; RW) ....ccocviiiiiiniinnnns
8.21.8 Manageability IP Address Filter - MIPAF (0x58B0 + 4*n [n=0...15]; RW)......ocoiiiiinininiinns
8.21.9 Manageability MAC Address Low - MMAL (0x5910 + 8*n [n= 0...3]; RW) ...cccviiiiiiiininnnnns
8.21.10 Manageability MAC Address High - MMAH (0x5914 + 8*n [n=0...3]; RW) ..c.ccoiiiiiiiiiiiennnns
8.21.11 Flexible TCO Filter Table registers - FTFT (0x9400 - OX94FC; RW) ...cccviiiiiiiiiiiiiiinninienns
Management-Host Interface Register DeSCriptionS . ......ouvviiiiiiiiiiiiii e
8.22.1 Host Slave Command Interface to MMS ... ..o e aeas
8.22.1.1 Host Slave Command I/F floW. .. i e e anea s
8.22.1.2 HOST Interface Control Register - HICR (OX8F00; RW)....iiiiiiiiiiiiiiiiiir e




] ® >
Contents — Intel® Ethernet Controller 1350 l n tel

8.22.2 General Manageability HOST CSR REGIStEIS ...uiuiitiiiiiiii it e eae e 654
8.23 Memory Error Registers DeSCriPLION. .......uie ittt et e e e et s et s e e eeaeeans 654
8.23.1 Parity Error Indication- PEIND (0X1084; RC)...iuiuiuiitininiiininniiiinssseererassssenssasaseaens 655
8.23.2 Parity and ECC Indication Mask — PEINDM (0X1088; RW) ....ccoiiiiiiiiiiiiiiiiiie i eenaaens 655
8.23.3 DMA Transmit Parity and ECC Control - DTPARC (OX3F00; RW) .cuiiiviiiiiiiiiiiiiecirceenieeeaeas 655
8.23.4 DMA Transmit Parity and ECC Status- DTPARS (OX3F10; R/WI1C) civiviriiiiiiiiniiiiininienenes 656
8.23.5 DMA Receive Parity and ECC Control - DRPARC (OX3F04; RW) ..viveiiiiiiiiiiiiiiiiiieeeenneneenenns 657
8.23.6 DMA Receive Parity and ECC Status - DRPARS (0Ox3F14; R/W1C).iiiiiiiiiiiiiiiiiiiiiinenieenens 658
8.23.7 Dhost ECC Control - DDECCC (OX3F08; RW) ..ccvvviniiiiieneiiannnnans ...658
8.23.8 Dhost ECC Status - DDECCS (0x3F18; R/W1C) ............... ...659
8.23.9 Rx Packet Buffer ECC Status - RPBECCSTS (0x245C; ) 659
8.23.10  Tx Packet Buffer ECC Status - TPBECCSTS (0X345C; RW)....ouiiiiiiiiiiiiiiiiiiiieeeineeeenaens 660
8.23.11 PCle Parity Control Register - PCIEERRCTL (OX5BA0; RW) ..ovviiiiiiiiiiiiiiiiiiiie e eenaeas 660
8.23.12  PCle Parity Status Register - PCIEERRSTS (OX5BA8; R/W1C) .uiuiiiieiriiiiiieieineiienennennnenenns 661
8.23.13 PCIe ECC Control Register - PCIEECCCTL (OX5BA4; RW) ...cviuiiiiiiiiiiiiiiiiinins e 662
8.23.14  PCle ECC Status Register - PCIEECCSTS (OX5BAC; R/W1C) ..coviviviiiiiiieiiiiineeieieneeeenanes 663
8.23.15  LAN Port Parity Error Control Register - LANPERRCTL (OX5F54; RW) ....ccvvviiiiniiniininennnnnnns 663
8.23.16 LAN Port Parity Error Status Register - LANPERRSTS (OX5F58; R/W1C) .iiiiiiiiiiiiiiinninnnns 664
8.24 Power Management Register DeSCriptioN .. vttt e e e s aa e s e e s e e ane s anernernaaneanes 665
8.24.1 DMA Coalescing Control Register - DMACR (0X2508; R/W) ..voviiiiiiiiiiiiieieieneieieneeaenenenens 665
8.24.2 DMA Coalescing Transmit Threshold - DMCTXTH (0X3550;RW)......ccviiiiiiiiiiiniiiiiiniaeans 667
8.24.3 DMA Coalescing Time to Lx Request - DMCTLX (0x2514;RW)........cccevvene ...667
8.24.4 DMA Coalescing Receive Packet Rate Threshold - DMCRTRH (0x5DDO;RW) .. ...668
8.24.5 DMA Coalescing Current RX Count - DMCCNT (0OX5DD4;RO).....ccuiiiiiiiiiiniiiiiiiinniaineenens 668
8.24.6 Flow Control Receive Threshold Coalescing - FCRTC (0x2170; R/W) ..cvviiiiiiiiiiiiiiiiiiinnenens 669
8.24.7 Latency Tolerance Reporting (LTR) Minimum Values - LTRMINV (0x5BB0O; R/W) .......ccovvnes 669
8.24.8 Latency Tolerance Reporting (LTR) Maximum Values - LTRMAXV (0x5BB4; R/W) ............... 670
8.24.9 Latency Tolerance Reporting (LTR) Control - LTRC (OX01A0; R/W).uiviiiiiiiiiiiiiiiiieeieeeeen 671
8.24.10 Energy Efficient Ethernet (EEE) Register - EEER (OXO0E30; R/W) wiuvivieiriiiriernnrnrnernnnenenenes 672
8.25 Thermal Sensor Registers DeSCIiPLION . ... uiuiuit ittt st e e e s a e e e ranes 673
8.25.1 Thermal Sensor Measured Junction Temperature - THMJT (0x8100; RO) ...ocvvvviiiiiiniinnnnnns 673
8.25.2 Thermal Sensor Low Threshold Control - THLOWTC (0X8104; RW)....civivuiiiiininiiiiiininniannns 674
8.25.3 Thermal Sensor Mid Threshold Control - THMIDTC (0X8108; RW) ....ivvvviiiiiiiniiiiiiineiainnnns 676
8.25.4 Thermal Sensor High Threshold Control - THHIGHTC (0Xx810C; RW)...ccviiiiiiiiiiiiiieiniininenns 678
8.25.5 Thermal Sensor Status - THSTAT (0x8110; RO) uuvvvvvieiniuiiiniinininene, .
8.25.6 Thermal Sensor Auxiliary Configuration - THACNFG (0x8114; RW) .
8.25.7 Rx Packet Buffer Wrap Around Counter - PBRWAC (OX24E8; RO)...ccviiiiriiiiiiiiiiiiineiniininenns
8.26 e AR Yo )i = L= o) =T =Tl PN
8.26.1 Internal PHY Configuration - IPCNFG (OX0E38, RW) ...iuiiiiiiiiiiiiiiiiiinnsien s seena s
8.26.2 PHY Power Management - PHPM (OX0E14, RW) ..ot vt e eaen e e
8.26.3 Internal PHY Software Interface (PHYREG) .....ccoivviiiiiiiiiiii
8.26.3.1 PHY Control Register - PCTRL (00d; R/W)..uiuiuiiiiiieiiiinsie et a s a e
8.26.3.2 PHY Status Register - PSTATUS (01d; RO) ..iiuiiiiiiiiiiiiiii it et s n e e e
8.26.3.3 PHY Identifier Register 1 (LSB) - PHY ID 1 (02d; RO)....cuiuitiuiiinininiiiiienieiaisasaneenenanans
8.26.3.4 PHY Identifier Register 2 (MSB) - PHY ID 2 (03d; RO) ...iuivitiiiiiiiiiiiiiinineiie e eeenenaans
8.26.3.5 Auto-Negotiation Advertisement Register - ANA (04d; R/W) .c.oveiiiiiiiiiiiiiiciiicieeeeea
8.26.3.6  Auto-Negotiation Link Partner Ability Register - ANLPA (05d; RO) ....ovvviiniiiiiiiiniiiiiiinenns
8.26.3.7 Auto-Negotiation Expansion Register - ANE (06d; RO)......cccvviiiiiiiiiiiiiiiiinininninenenaenes
8.26.3.8 Auto-Negotiation Next Page Transmit Register - NPT (07d; R/W) ...
8.26.3.9 Auto-Negotiation Next Page Link Partner Register - LPN (08d; RO).
8.26.3.10 1000BASE-T/100BASE-T2 Control Register - GCON (09d; R/W)....cvoviiiiiiiiiiiiiiiiiiiinenenns
8.26.3.11 1000BASE-T/100BASE-TX Status Register - GSTATUS (10d; RO) ..iviviiiniiiiiiiiiiieieneeenes
8.26.3.12 Extended Status Register - ESTATUS (15d; RO) ..civiuiuiiiiiiiiiiiiiiiiiiiivsinn e
8.26.3.13 Extended Memory Indirect Address Register - EMIADD (16d; R/W)
8.26.3.14 Extended Memory Indirect Data Register - EMIDATA (17d; R/W) ciiriiiiiiiiiiiiiiiiiiceieeeene
8.26.3.15 EEE MMD Extended RegiSter SUPPOIT ....vviuiiriiiiiiiieisiiiiiisiiins e sasassnesasssesasaas
8.26.3.16 PHY Control Register 2 - PHCTRL2(18d; R/W) .iuiuiiiiiiiiiiiiiiiiie s a s eeees
8.26.3.17 Loopback Control Register - PHLBKC (19d; R/W) cuiiiiiiriiiiiiiiii i viene s ae e eneneaneeaes
8.26.3.17.1 Loopback Mode Setling ......ovviviuiiiiiiiiiiiiii
8.26.3.18 RX Error Counter Register - PHRERRC (20d; RO).....civiviiiiiiiiiiiiiiiiiiineriniseenanasseenens
8.26.3.19 Management Interface (MI) Control Register - PHMIC (21d; R/W) .icviiiiiiiiiiiiiiiiiicie e
8.26.3.20 PHY Configuration Register - PHCNFG (22d; R/W) ...covvviiviiininnne, .
8.26.3.21 PHY Control Register 1 - PHCTRL1 (23d; R/W)...
8.26.3.22 Interrupt Mask Register - PHINTM (24d; R/W) c.iiiiiiiiii it st ne e e e e
8.26.3.23 Interrupt Status Register - PHINT (25d; RC).uiuiiiiiiiiiiiiiiiiiiinini s s
8.26.3.24 PHY Status Register - PHSTAT (26d; RO) t.uuuiriuiniieiiiiiiiniieieieiiesssssesesssnsnenssssasnsasaeaess
8.26.3.25 Diagnostics Control Register (Linking Disabled) - PHDIAG (30d; R/W) ...ccoiiiiiiiiiiiiiiiiinnennn. 701
8.26.3.26 Diagnostics Status Register (Linking Disabled) - PHDSTAT (31d; RO ....cocvviiiiiiiiniiiiiiiinenns 702
8.26.3.27 Diagnostics Status Register (Linking Enabled) - PHDSTAT (31d; RO)....ocvvvviiiniiiiiiiiineinnnns 702
8.27 Virtual FUNCLION DeVICE REGISTEIS .o vttt ittt ettt e e e et et er e e ae e e aaanens 703
8.27.1 QUEUES REGISTEIS 1uuiitititi i e et 703
8.27.2 NON-QUEUE REGISEEIS. .ttt ettt et aaans 703
S I A N ) ) 2 =T | =] = o= P 703
8.27.2.2  MSI-X REGISE OIS .t uuiuiitititiii e 704
8.27.3 Register Set = CSR BAR .. .uiiiiiii e 704

25



(int )
l n e Intel® Ethernet Controller 1350 — Contents

8.27.4 [T e LR T g = A N Y e G 7 L S
8.28 Virtual FUNCLION RegiSter DeSCIiPLIONS .. v vttt itieieeie et r e e e s e s e e e e e e e s e e e e neeae e snanenernenes
8.28.1 VT Control Register - VTCTRL (0X0000; WO) ..uuiuiuiiiieiniiinnsriissrissen e rasassenasaseeaens
8.28.2 VF Status Register - STATUS (0X0008; RO) ..uiviitiniiiiiiiriitiieiieae i eieeene s eesaeaeaneeneneans
8.28.3 VT Free Running Timer - VTFRTIMER (0X1048; RO) ...viviviiiiiiiniiiiineniieenenerennenenenenannenens
8.28.4 VT Extended Interrupt Cause - VTEICR (0x1580; RC/W1C) ....ccoevuiuiniiiiiiiiiiiiniiiieiineianaeans
8.28.5 VT Extended Interrupt Cause Set - VTEICS (0X1520; WO) ..ioeiiiiiiiiiiiiiiieiiiiiieneieeieeenaans
8.28.6 VT Extended Interrupt Mask Set/Read - VTEIMS (0x1524; RWS) ...cooiiiiiiiiiiiiiiiciiiiieeens
8.28.7 VT Extended Interrupt Mask Clear - VTEIMC (0x1528; WO) .
8.28.8 VT Extended Interrupt Auto Clear - VTEIAC (0x152C; RW)
8.28.9 VT Extended Interrupt Auto Mask Enable - VTEIAM (0x1530; RW)
8.28.10 VT Interrupt Throttle - VTEITR (0x01680 + 4*n[n = 0...2]; RW) .ooiviiiiiiiiiiiieees
8.28.11 VT Interrupt Vector Allocation Registers - VTIVAR (0Xx1700; RW)..oiiviiiiiiiiiiiiiiiiieienanas
8.28.12 VT Interrupt Vector Allocation Registers - VTIVAR_MISC (0x1740; RW) ...cocvvvveiniiininnnnnnnnns 708
8.28.13 MSI—X Table Entry Lower Address -
MSIXTADD (BAR3: 0x0000 + 16*Nn [N=0...2]; R/W) 1ttt e eens 709
8.28.14 MSI—X Table Entry Upper Address -
SIXTUADD (BAR3: 0x0004 4+ 16*n [N=0...2]; R/W) ittt e e eees 709
8.28.15 MSI-X Table Entry Message -
MSIXTMSG (BAR3: 0x0008 + 16*N [N=0...2]; R/W) ttitiriiiiiiiieiiiiin e raeeneneraenenens 709
8.28.16 MSI-X Table Entry Vector Control -
MSIXTVCTRL (BAR3: 0X000C + 16*n [N=0...2]; R/W) i e e 709
8.28.17 MSI-X Pending Bits -
MSIXPBA (BAR3: O0X2000; RO) . utiuiiuiitiitiitiiieititeateitaeeestaaseaeseaseassaeeneseassasaneeneransennans 710
8.28.18  MSI-X PBA Clear - PBACL (OXOF04; R/WIC) . uiuuiuiiiiieiniieaeeeenaneneseseeneeenesnesneneansnanenes 710
8.28.19 Receive Descriptor Base Address Low - RDBAL (0x2800; RW) ...iiuiiiiiiiiiiiiiii e 710
8.28.20 Receive Descriptor Base Address High - RDBAH (0x2804; RW) ....ouiiiiiiiiiiiiiiiiiiinnieiaenens 710
8.28.21 Receive Descriptor Ring Length - RDLEN (0X2808; RW) ...cuiiiiiiiiiiiiiiiii e naenaeens 710
8.28.22 Receive Descriptor Head - RDH (0X2810; RW) .iiuiiiiiiiiiiiii i rire et e st e nas e eaenaeeas 710
8.28.23 Receive Descriptor Tail - RDT (0X2818; RW) ..uiuiuiuiiiiiiiiiiiiiiniiiins e aseennsasseaens 711
8.28.24 Receive Descriptor Control - RXDCTL (0X2828; RW) uiuiiuiiiiiiiiiiitii i it eieeaenasneeennanens 711
8.28.25 Split and Replication Receive Control Register queue - SRRCTL(0x280C; RW) ....ccovvvvnininnns 711
8.28.26 Receive Queue drop packet count - RQDPC (0x2830; RO) ..ivviiviiiiiiiiiiiiiiiieiienneninneeennanens
8.28.27 Replication Packet Split Receive Type - PSRTYPE (OXOFOC; RW) tcviviiiiiiiiiiiiiiiinieieeeneens
8.28.28  Transmit Descriptor Base Address Low - TDBAL (0x3800; RW).... .
8.28.29  Transmit Descriptor Base Address High - TDBAH (0x3804; RW) ..
8.28.30  Transmit Descriptor Ring Length - TDLEN (0X3808; RW) ...uiuiiiiiiiiiiiiiiieiiirenee e eienneaas
8.28.31 Transmit Descriptor Head - TDH (0X3810; RW) ...iuiuiiiiiiiiiiiiiiiininss s siseena s
8.28.32  Transmit Descriptor Tail - TDT (0X3818; RW) .iuiuiiiiiiiiiiiiiiiiin e
8.28.33  Transmit Descriptor Control - TXDCTL (0X3828; RW) ..uiiuiiiiiiiiiiiiiiiiiiieieiieie i venaeneaeanens
8.28.34 Transmit Queue drop packet count - TQDPC (OXE030 + 0x40*n [n=0...7]; RO).cccevvrvinnnnnn 712
8.28.35  Tx Descriptor Completion Write-Back Address Low - TDWBAL (0x3838; RW) .......ccvcvvninnnns 712
8.28.36  Tx Descriptor Completion Write-Back Address High - TDWBAH (0x383C; RW)......cevvvivinnnn 712
8.28.37 Rx DCA Control Registers - RXCTL (0X2814; RW) ...viuiuiuiiiiiiiiiiniiiiieniasassenennssseaens
8.28.38  Tx DCA Control Registers - TXCTL (OX3814; RW) ...ouiiuiuiiiiiiiiiiiniiiiaeinenassrnenesasnenenes
8.28.39 Good Packets Received Count - VFGPRC (OX0F10; RO)...iiuiiiiiiiiiiiiiieieieceeeneeeeeeaa s
8.28.40 Good Packets Transmitted Count - VFGPTC (OXOF14; RO)....cviviieiniiiiniiiiiiniineeenaes
8.28.41  Good Octets Received Count - VFGORC (OXOF18; RO) ...cvviuiuiniieiiiiiieiiiininnenaseinenesaenas
8.28.42 Good Octets Transmitted Count - VFGOTC (0x0F34; RO).... .
8.28.43 Multicast Packets Received Count - VFMPRC (0x0F38; RO) .
8.28.44 Good TX Octets loopback Count - VFGOTLBC (0x0F50; RO)
8.28.45 Good TX packets loopback Count - VFGPTLBC (OX0F44; RO) ...icviiiiiiiiiiii i vienaeneaae 713
8.28.46  Good RX Octets loopback Count - VFGORLBC (OX0F48; RO).....ivvvvuiiiiiiiiiiiiiiiiiiiiiininnnnnns 714
8.28.47  Good RX Packets loopback Count - VFGPRLBC (OX0F40; RO)....cuvvviiiieiiiiiiineiniiiinenenannnes 714
8.28.48  Virtual Function Mailbox - VFMailbox (OX0C40; RW) ..ciuiiriiiiiiiiiiiiiiienei e neenee e enenaans 714
8.28.49  Virtualization Mailbox memory - VMBMEM (0x0800:0X083C; RW) ....ivivvuiiiiiniiiiininiininanenss 714
9 PCIe* Programming Interface.......cocvmumieramserasnersmsensssassnsessssassnsassnsassnsassnsassnsasnasass 7 15
9.1 L@ T @0e] o T =1 | o] 1Y PPN 715
9.2 Configuration Sharing AmMong PCI FUNCEIONS ...uuuiiiiiiii i 716
9.3 [ C I 2T 1=y =T o\ = o PP 717
9.3.1 ReEgiSter At DULES .. v e 717
9.3.2 PCIe Configuration SpPace SUMMAIY ....c.iieieiuiuiiiniiiiire s aeaeas 718
9.4 Mandatory PCI Configuration Registers . .. 722
9.4.1 Vendor ID (0x0; RO)....... .. 722
9.4.2 DEVICE ID (0X2; RO ) i uuiuiutititinanintitiuetaeastsasaessssseereresteseeaeeasesasesssanenereeseenennenenennnnns 722
9.4.3 Command Register (OX4; R/ ) .ot et e e e e e neaaes 723
9.4.4 Status RegisSter (OX6; RO) .uuurieiuiiiereinieensssee e eraeaeanssaeaesasneererrrnenrananeenraeansnenenes 724
9.4.5 REVISION (OX8; RO ) .uuuiuiuiitititiiititii et e e e e s e 724
9.4.6 (O @feTe [ (0D 2L ) TP PO 724
9.4.7 Cache LiNe Size (OXC; R/ ) uiiiiiiiiiiii it e ettt et e r e e e et e e e aereanes 725
9.4.8 Latency Timer (OXD; RO) tuuiuiiieiiiini s e e 725
9.4.9 Header TYPe (OXE; RO ) .uiuuiiiiiiii ittt et ettt ettt e e et e e e et e e et e et e e e e aeneaeas 725
9.4.10 BIST (OXF; RO ) .tertunssveeeetee ettt e e e et e ee e ettt et eee e e e e eeeeee st reeeeasasreesea s e eeereessearaeeees 725
9.4.11 Base Address Registers (0X10...0X27; R/W) t.uiuiiiiiiiiiiiin i 725

26



®
Contents — Intel® Ethernet Controller 1350 l n tel

9.4.11.1  32-bit LAN BARS MOAE MaPPiNg «ouuiutiiiitiitiiiit it te st et e st e et s e et ea e a e e e e ataan e e anenes 726
9.4.11.2  64-bit LAN BARS MOAE MaPPING tueueueieininiineinieenerenseneenesssaensasasssssnsaeresnenenernrnrsnsannens 726
9.4.11.3 Dummy Function BARS MapPPing.....ceiuiiiiiiiiiiiiiiiiiii s e 727
9.4.11.4 Base Address Register FIilads ..o e et 727
9.4.12 CardBus CIS (0X28; RO) .uuuiuiuiuititiiiiiiniaitrassra et e e s e e e e saees 727
9.4.13 Subsystem Vendor ID (0X2C; RO) cuuuiuiiitiiiiiiiie et e e s ae e e e e e s nanas 727
9.4.14 SUDSYSEEM ID (OX2E; RO ) ittt ittt ettt e e e e e e e e e e e et e e e e e et e a e e aea e reanes 728
9.4.15 Expansion ROM Base Address (0X30; RW ) .iuiiiiiiiiiiiiiiii i seits it nt s e e sae e e anenaans 728
9.4.16 (O o 0 gl (0 2 i 2@ ) PPN 728
9.4.17 INEErrUPE LiNE (OX3C; RV ) 1ttt ettt ettt et et et et e et e e e et e e e r e e a et e e e e eaaea 728
9.4.18 INterrupt Pin (OX3D; RO) ittt ittt ittt et e et et e st et e e r et et e e e aeaaens 728
9.4.19 Max_Lat/Min_GNt (OX3E; RO) .ttt et ettt et ea e et e e sae e eneataaeennreanennans 729
9.5 O B OrT o = o 11 =T PPN 729
9.5.1 PCI Power Management Capability ......vvvieieieiiii e e e 729
9.5.1.1 Capability ID (0X40; RO) tuiuinititiiiiee it te et ettt e s ettt e e e s s e e s s e et e raan e e e aeaens 730
9.5.1.2 NeXt POINEEr (OX41; RO) tuiuiitiiiiiiiiis sttt ettt e e a e a et e e et e aa e e e e eneneans 730
9.5.1.3 Power Management Capabilities - PMC (0X42; RO) t.viuiuiieieininiiinereenrienennsnesnenesnsnanenenees 730
9.5.1.4 Power Management Control / Status Register - PMCSR (0x44; R/W) . ..731
9.5.1.5 Bridge Support Extensions - PMCSR_BSE (0x46; RO)... ..731
9.5.1.6 Data Register (OX47; RO) uuiuiiiieitiiineiseiere e s sasaesastenee e n s s e a e ensneaernrnenennrees 732
9.5.2 IS S @{o] T Te 18 = o o 732
9.5.2.1 Capability ID (0X50; RO) tuiuiritiiiiiitiuiiii ettt 732
9.5.2.2 NeXt POINEEr (OX51; RO ) tuiitiitiiiiiiii it i ettt et et e et e e e et e e et e a e e e e e aaeneans 732
9.5.2.3 Message Control (0X52; R/W) . uuu it et e e s s e e e raeas 732
9.5.2.4 Message Address LOW (OX54; R/W ) ..ttt et et e et r e e e neeneaas 733
9.5.2.5 Message Address High (0X58; R/W) ..uuiiieieiiiii e s e e et e e ae s s e e e e s nnneneenees 733
9.5.2.6 Message Data (OX5C; R/W) cuuuiuiniiiiiiiiiri et et e s e e e e 733
9.5.2.7 Mask Bits (OX60; R/W) 1uuuiuiininiinitinitiinii s ettt 733
9.5.2.8 Pending BitS (OX64; R/W) .iuiiiieitii et ee et e e s e e e s e st e e e r e e a s e e e e e e e e en e enennrees 734
9.5.3 IS O G @(e o) 4 o 18 =11 o o P 734
9.5.3.1 Capability ID (0X70; RO) tuiuiritiiiiiiitiiiai st s s a e 735
9.5.3.2 NeXt POINter (OX71; RO) vuuuiuiuiieitiniintitient ettt s s e e st e s e e e es 735
9.5.3.3 Message Control (OX72; R/W) .. .uiuiiiiiiiiiiiie et s e e e s s e e e aeas 735
9.5.3.4 MSI-X Table Offset (0X74; R/W) ittt as 736
9.5.3.5 MSI-X Pending Bit Array - PBA Offset (0X78; R/W) .iiiiiiiiiiiiiiiii e 736
9.5.4 CSR Access Via Configuration Address SPacCe .......cuiiiiiiiiiiiriiiiiiiei s rasanenenes 736
9.5.4.1 IOADDR Register (0X98; R/W) .uiuiuiiiiiiiiiiiiiiine e e 736
9.5.4.2 IODATA Register (OX9C; R/W) cuuuiiieiiiiiiet et s s e s et s a e e s s s e s e s e e s e e anaes 737
9.5.5 Vital Product Data ReGISEEIS .....uiuieiiiiiiiii i et 737
9.5.5.1 Capability ID (OXEO; RO) tuiviuiiiiiiiitiiiii et sttt e e eae s 737
9.5.5.2 Next Pointer (OXEL; RO) uuiuiuiititiiintiiiint s r e st s e e s ar e e s r e e e e 737
9.5.5.3 VPD Address (OxE2; RW) .. ..738
9.5.5.4 VPD Data (OxE4; RW)......... .738
9.5.6 PCIe Configuration Registers .. .. 738
9.5.6.1 Capability ID (OXAD; RO) tutitiiiiiiiitie ettt et ettt e e et st e e et e e s e e e e e b e e e neaens 739
9.5.6.2 NEXt POINEEE (OXAL; RO ) 1ttt ittt ettt ettt et e e et e a e et e e et aaeeae e aneneans 739
9.5.6.3 (O T @Y o (0D W 2@ ) PN 739
9.5.6.4 Device Capabilities (OXA4; RO) ..uuuiuiiiiiiiieiiirr e et e s a e ae s 740
9.5.6.5 DeVvice Control (OXA8; RWW ) wuuiiitiiiiiti it ee sttt e e et e et et aa et aae e taaneneaas 740
9.5.6.6 Device Status (OXAA; R/WIEC) wiuiuiniiuiiiiiiiitiiiiris sttt e e e a e ares 741
9.5.6.7 Link Capabilities Register (OXAC; RO) ...iuiiiiiiiiiiiiiini et s aene e 742
9.5.6.8 Link Control Register (OXB0; RO) .iuiiiiiiiiitiitiitieit et ie st e e st e e e et s e e reaeeneans 743
9.5.6.9 Link Status (OXB2; RO)...uuuuiiiitiiiiiiiiiiie ettt et a e et s st a et e e 744
9.5.6.10 Reserved (OXB4-0XCO; RO) .iuiuiiuiuiuiiieitinitrtisset st s e s st sse e e s st er s eeeassnanes 745
9.5.6.11 Device Capabilities 2 (OXC4; RO) ..uiiuiitiitiii ittt ettt a et e e aaeneaaes 745
9.5.6.12 Device Control 2 (OXC8; RW) ..uiuuiuiuiiiitiiiiiiiiiiine st a s a e aaas 746
9.5.6.13  Link Control 2 (OXDO0; RW) ..uuuiuiiiitiiiiitie ettt s e e s e s e e r e s s s s e e s s e e e snanes 748
9.5.6.14  Link Status 2 (OXD2; RW) 1uuuuiuiuititiniiiiiiiiis ettt e et e s s e e e 749
9.6 PCIe Extended Configuration SPaCe.....c.iuiriuiiiisiiiiiiii e et e araas 750
9.6.1 Advanced Error Reporting (AER) Capability.......cviiiiiiiiiiiiir s 751
9.6.1.1 PCIe CAP ID (0X100; RO) tuuututniniuininisieieiiiustiasssiessastss st tasssa e et asst s ensaenes 751
9.6.1.2 Uncorrectable Error Status (0X104; R/WICS) .iuiiiiiiiiiiiiiiiiiinsnnene s snees 751
9.6.1.3 Uncorrectable Error Mask (0X108; RWS) ..ucuuiiiiiiiiiiiiiiir s e aeeees 752
9.6.1.4 Uncorrectable Error Severity (0X10C; RWS) ..ottt e e e 753
9.6.1.5 Correctable Error Status (0x110; R/W1CS).... .. 754
9.6.1.6 Correctable Error Mask (0x114; RWS) ....ovvviiiiiiiiiiniiiiiiiinniainns .. 754
9.6.1.7 Advanced Error Capabilities and Control Register (0x11 . ..755
9.6.1.8 Header Log (OX11C:0X128; RO) .uuuuiuiuiniitiiinititinisiinssssstnssasieaesera s s e s saaneeees 755
9.6.2 Y= a = 1 V10 ¢ o= PP 756
9.6.2.1 Device Serial Number Enhanced Capability Header (0x140; RO)..cciviiiiiiiiiiiiiiiiiiiiiieenenns 756
9.6.2.2 Serial Number Register (0x144:0X148; RO)..iiiiiiiiiiiiiiiiiiiiin e 757
9.6.3 ARI Capability STrUCLUIE ...uiuiiiiiiieriii et st e e st s e e s et e es 758
9.6.3.1 PCIe ARI Header Register (0X150; RO) .iuiiiiieiiiiiii ittt re e ae e s e e e aeeneas 758
9.6.3.2 PCIe ARI Capabilities & Control Register (0X154; RO) ...iviiiiiiiiiiniiiiiiiniene s 759
9.6.4 SR-IOV Capability STrUCTUIE «.ivieiiitii i s e s e aeas 759

27



=
~r
@

Intel® Ethernet Controller 1350 — Contents

9.6.4.1 PCIe SR-IOV Header Register (0X160; RO) ..i.iiuiiiiiiiiiiii ittt eae e e e e aaeas 760
9.6.4.2 PCIe SR-IOV Capabilities Register (0X164; RO) .....cvuiriuiiiiiieiiiininerneeienerereeenenenernensneens 760
9.6.4.3 PCIe SR-IOV Status and Control Register (0X168; RW) ...cccvviiiiiiiiiiiiiiiiiiieinn s 761
9.6.4.4 PCIe SR-IOV Max/Total VFs Register (OX16C) .uuvuiiiieiriiiiieiiiiiieeieiie e veaee e eeeaenaeneneanes 761
9.6.4.5 PCIe SR-IOV Num VFs Register (OX170; R/W) . iuiuiiie i eeieneneeeeenereseenenenennsnensnenens 762
9.6.4.6 PCIe SR-IOV VF RID Mapping Register (0X174; RO)..iuiuiiiiiiiiiiiiiiiiiieeniraseenenesasseaens 762
9.6.4.7 PCIe SR-IOV VF device ID (OX178; RO)..iuiieiuiiiieiiiiereieeeeneea s eeenesaeneneenarnenenens 763
9.6.4.8 PCIe SR-IOV Supported Page Size Register (0X17C; RO) ...civiriiiineiniiienereieeeeneneresnenenens 763
9.6.4.9 PCIe SR-IOV System Page Size Register (0X180; R/W) ...oiiiiriiiiiiiiiiiiiiiiieine e 763
9.6.4.10 PCle SR-IOV BAR 0 - Low Register (0X184; R/W) ...ciiirieiiiii e en e e 763
9.6.4.11 PCIe SR-IOV BAR 0 - High Register (0X188; R/W) ...ceviiieeeieeeiiiiieieiiiiiiiiiisie s s e s s e e e e e e eeneees 764
9.6.4.12 PCIe SR-IOV BAR 2 (OX18C; RO) .tiutitiitiitiiiiitinteitit et stenteataeaeasaneanneesnsasaneanereanennans 765
9.6.4.13 PCle SR-IOV BAR 3 - Low Register (0X190; R/W) ...ciiiriiiiiiiiiine e e en e e 765
9.6.4.14 PCIe SR-IOV BAR 3 - High Register (0X194; R/W) ...cvviiieeeeeeeieiiieceiiiiiiie e e e e e e e e e e e e e 765
9.6.4.15 PCIe SR-IOV BAR 5 (0X198; RO ) .uttuiitititieitiitatitsaataatsaeansateasentseansstansesssaseneaneanens 765
9.6.4.16 PCle SR-IOV VF Migration State Array Offset (0X19C; RO).....iceiiiiiiiiiiiii i iinaeneneeaens 765
9.6.5 TLP Processing Hint Requester (TPH) Capability ......cocvvviiveiiiiii i 766
9.6.5.1 TPH CAP ID (OX1A0; RO) tevviiiiiiiiiiiiiiniiieinanns .. 766
9.6.5.2 TPH Requester Capabilities (0x1A4; RO) .. 767
9.6.5.3 TPH Requester Control (OX1A8; R/ ) ettt s aaas 767
9.6.5.4 TPH Steering Table (OX1AC - OX1B8; R/W) tuiuuiiiiiiiiiiieiiiiiiinis e e a s a s e 768
9.6.6 Latency Tolerance Requirement Reporting (LTR) Capability....c.ccoovviiiiiiiiiiiiiiiiiiiiiieen 768
9.6.6.1 LTR CAP ID (OX1C0; RO).uiutueitinanineinineeneseansneaesnsneneesssnsnsnesssnssasansnsnsneresssnsnennrnsnenrnnns 768
9.6.6.2 LTR Capabilities (OX1C4; RW ) 1.uuiiriiiiitiitiiieite et et a et et e e e e e et s e e e s et e e ee e taaneaeaeanes 769
9.6.7 Access Control Services (ACS) Capability ...oociiiiiiiii i 769
9.6.7.1 ACS CAP ID (OX1D0; RO) ttueiriuiuinunninanenesereenseneansneseaesssnenenererssnsneansnensasaernsnenenennrnrnens 770
9.6.7.2 ACS Control and Capabilities (OX1D4; RO)..uiuiiiieiiiiiiriiiiiiinie s s raraeas 770
9.7 Virtual Functions (VF) Configuration SPace ....iciiiuiiiiii it et et e et et e e e eenans 770
9.7.1 Legacy Header Details ....ouuuiieie i st e et r e e e e 772
9.7.2 Legacy Capabilities. . ...uiuieiiii e 773
9.7.2.1 MST-X CaP@DIlItY «veineeieie e 773
9.7.2.2 PCIe Capability REGISLEIS ...uiuiieieiiiiiiii e 774
9.7.3 Advanced Capabilities ... ..o.iuiuiiiiii s 775
9.7.3.1 Advanced Error Reporting REGISEEIS. . ..iiuiieii i e eaeas 775
10 System Manageability......ccccvciirirnrirnirs i s 779
10.1 Pass-Through (PT) FUNCEIONAIIY ..oivineiiiiiii i e et e e ae e eaes 779
10.1.1 Pass Through Packet ROULING .....uuiiie i e e e e r e e e e e nenens 780
10.2 Components of the Sideband INterface .......oviiiiiiii 780
10.2.1 ) 2T (o= - Y2 PP 780
10.2.1.0 S BUS . ettt et e e e araas 780
10.2.0.2 NGOt ittt ittt e ettt e ettt e e e e e e raraean 781
10.2.2 (oo | Tor= 1 I 1K= 1T PPN 781
10.2.2.1  LEGACY SMBUS ...uiiiiititititat ittt ettt e e e e s e st e e et et e e e et e 781
10.2.2.2 NC-SI ..781
10.3 Packet Filtering ..781
10.3.1 Manageability ReCiVE FilterNg «.vuiuiiiie it e e e e e e e e aeens 782
10.3.2 [ 11T PP 783
10.3.2.1  MAC @Nd VLAN FIlLEIS ettt et ettt e e e e e s e e e e a e e e e e e neaenennns 783
B0 R T A o 1= gl IV o TN T =Y o= PN 783
10.3.3 (G Y 11 = o [ Vo PN 784
10.3.3.1  ARP FIlEeIING oovniie it e reas 784
10.3.3.2  Neighbor DisCOVEry FilteriNg ..uueu i e e e s r e e e a e e aenens 784
B0 NG T TR T 1 [ o ) (= 1o [ [N 784
10.3.3.4  FleXible Port FilEeriNg ..ot e et et e ettt 784
10.3.3.5  Flexible 128 Byte Fillar it et 785
10.3.3.5.1  Flexible Filter StrUuCtUre ... ..o e ae e e 785

10.3.3.5.2  TCO Filter ProgrammMing .....oueieeeiieiie e er s ae e e st aeseaeaaaneaens 785

10.3.3.6  IP AdAress FilteriNg .ouuueueieieiiii et e e e e e e e s e e e r e s e e e e e nenenraenens 786
10.3.3.7  CheCKksSUM FilteING .. vttt e e ereas 786
10.3.4 Configuring Manageability Filters......ccoiiiiiiiii e 786
10.3.4.1 Manageability Decision Filters (MDEF and MDEF_EXT) «.vuiuiiiieisiiinesnreenereresnsnenennrnenenens 786
10.3.4.2  EXCIUSIVE TraffiC. e ettt ettt et et et s et et e e et e e aeaneananas 789
10.3.5 POSSible CONfigUIAatioNS . vt e 790
10.3.5.1 Dedicated MAC Packet FilEeriNg ...ouiiiiieiiiiiie e e e e e s e e e e e e eaeaenens 790
10.3.5.2 Broadcast Packet Filtering .....o.vuiuiiiiiniiiii i 790
10.3.5.3  VLAN Packet FIltINg cuviiiiiiiii i et e et e et e et r e e n e e e aeanes 790
B O C T S Y G R =Y T PP 790
10.3.5.5 Receive Filtering with Shared IP... .. 791
10.3.6 Determining Manageability MAC Address ..791
10.4 (@ 1R o TN =1 [ I = | T PPN 792
10.4.1 [V Z=T V= O 792
10.4.2 L= o T T PPN 793
B O A R @ 1S = 1 L@ 1 1 /= 1o T PPN 793
10.4.2.2 Handling of OS to BMC PaCKeS .....iuiiiiiiiiiiiiiiii e 793

28



] ® >
Contents — Intel® Ethernet Controller 1350 l n tel

10.5

10.6

B O A S =\ [ @ oo T @ 1S 11T 1 o PP 794
10.4.2.4 Queuing of Packets Received from the BMC. ......cccviuiiiiiiiiiiiiire e e eenees 794
10.4.2.5 Offloads of Packets received from the BMC. ......ooeiiiiiiiiiii e 794
10.4.3 Blocking of NetWOork t0 BMC FIOW ..uuuiuiiiiiiiiiiie ittt et e a e e e e e e e a et a e e en e aeeens
10.4.4 RS = Ll 1] = N
10.4.5 OS 0 BMC ENablement. . e
SMBUS Pass-ThroUgh TNt At ...uiuii it e ettt r et et e e eaeeanan
10.5.1 [T LT - | PPN
10.5.2 Pass-Through Capabilities .
10.5.3 Port to SMBus Mapping.................
10.5.4 Automatic Ethernet ARP Operation ..o.uiuiiiiiiiiii i e e aaaes
10.5.4.1  ARP PacCKet FOImMats .oviriiiiiiii ittt et e et e et e e e e e e et e e e e e
10.5.5 ]\ = T T I = 11 Lot o [
10.5.5.1  SMBUS AdAIreSSING .uiueneiniuieieiteteenereeearae e raeseaasssaaeae e reneere e eraeaersenensaernrrenenernrnens
10.5.5.2  SMBUS ARP FUNCEIONAIIEY .cuvieiiiie it et a e
10.5.5.3  SMBUS ARP FIOW ..uuiiiiiiiiiie ettt e et e e s e e e et e e a e e e e s e e e e r e nens
10.5.5.4  SMBUS ARP UDID CONtENT ...uuuiiieieiiiieieieieneeeeneeaess s eeaeresesnse e e nsseansnensneaernanenennrnes
10.5.5.5 SMBuUs ARP in MUIti/SiNgle MOe .....viiiiiiiiiiii i e et eas
10.5.5.6  Concurrent SMBUS TransaCtioNS .....oviiiiiii e es
10.5.6 SMBuUS NOtification MethOAS. .. .vv it r e e enanes
10.5.6.1 SMBus Alert and Alert Response Method
10.5.6.2 Asynchronous Notify Method .................
10.5.6.3 Direct Receive Method........
10.5.7 RECEIVE TCO FIOW ettt ittt ettt e et e et et et st e et et e e e e ea e e e ettt e neean e e aneneans
10.5.8 TranSMIE TCO FlOW .. uuuiiiieieieiie ettt r et e e e e s e e e e a s e e e s e e a e e eaneneneeens
10.5.8.1 Transmit Errors in Sequence HandliNg .......ovvveieiiiiiiieiie e e e r e e s e nenees
10.5.8.2 TCO Command ADOIEEA FIOW ...uiuiieiiiiitiiii ittt ettt e e et r e e e ae e eeans
10.5.9 ]\ =TS T Y o e = T = T o o o =
10.5.9.1  Prepare 10 ARP .ottt it et
10.5.9.2 ReSet DeVICE (GENEIAI) ciuuuuiuiii ittt ettt e s s s e e e s e e e e es
10.5.9.3  RESELt DEVICE (DIrECLEA) tviutintit ittt ettt et e et e et e e et e a e e e eeanes
10.5.9.4  ASSIGN AQAIESS 1uuuiuiniiiit ittt ittt
10.5.9.5 Get UDID (General and DireCted) ... ...couiuieiiiiiiiiiirs et e e e
10.5.10 SMBuUs Pass-Through Transactions ......ciuiiriieiiiii i e e e
10.5.10.1 Write SMBus Transactions..............c...... .
10.5.10.1.1 Transmit Packet Command. .
10.5.10.1.2 Request Status Command .....oiuiiiiiiiiiiii i s
10.5.10.1.3 Receive Enable Command
10.5.10.1.4 FOrce TCO COmMMANG ..ttt iereatee et eteaseaesae e aaeaseaeaeaneasannaneaeans
10.5.10.1.5 Management CONtIOl .....ciiiiiiii i e e e ae e
10.5.10.1.6 Update Management Receive Filter Parameters ..........ccovvviiiiiiiiiiiniinnns
10.5.10.1.7 Set Thermal Sensor Configuration ........ccoviviiiiiiiiii s
10.5.10.1.8 Perform Thermal Sensor ACHION ....u.veieieir e e eeas
10.5.10.2 Read SMBUS TranSACHIONS ......uuiiiieiiti ittt ettt ae et et et e e et e et e e aeaaenae e e ataan e anenns
10.5.10.2.1 Receive TCO LAN Packet Transaction ........ccvveiiiiiiiiiiiiiiiiiene e
10.5.10.2.2 Read Status COMMANG .....ceieieiiieieieia et e e e e s e e e eenens
10.5.10.2.3 Get System MAC Address COmMMaANd ......ouvuiiiiiniuiininiiiiinenarserens
10.5.10.2.4 Read Management Parameters Command..........ccviviiriiiiiniiiiiiinieeeans
10.5.10.2.5 Read Management Receive Filter Parameters Command ..
10.5.10.2.6 Read Receive Enable Configuration Command................
10.5.10.2.7 Get Thermal Sensor Capabilities Command.........ccocviiiiiiiniiiiiii s
10.5.10.2.8 Get Thermal Sensor Configuration Command.........coccviiiiiiiiiiiiiiic e
10.5.10.2.9 Get Thermal Sensor Status Command........ccooeiiiiiiiiiiiiii e
10.5.11 Example Configuration STEPS .......iuiiiiiiiiii e
10.5.11.1 Example 1 - Shared MAC, RMCP ONlY POIES ..uiuiiiiiiiiit i st e et e e ae e
10.5.11.1.1 Example 1 PSEUdO COAE ... ..iiiuiiiiiiiiiiiiiiiiiisr e
10.5.11.2 Example 2 - Dedicated MAC, Auto ARP Response
= Ta Lo I 04[O oo T ol i =T T [ [ PR
10.5.11.2.1 Example 2 - PSEUdO COAE......cuiviriuiniiiiiiiiiniisiiiins e eees
10.5.11.3 Example 3 - Dedicated MAC & IP AdAreSS. ... .cuiuiiiiiiiiiniiiiiiirire s s araeas
10.5.11.3.1 Example 3 - PSEUAO COE. . ittt et a e e e
10.5.11.4 Example 4 - Dedicated MAC and VLAN Tag .
10.5.11.4.1 Example 4 - Pseudo Code...
10.5.12 SMBUS TroUbIESNO0OTING uiuuitiii i e ettt
10.5.12.1 TCO Alert Line Stays Asserted After @ Power CyCle .......cciiiiiiiiiiiiiiinn e
10.5.12.2 When SMBus Commands Are AlWays NACK A .....couiriiiiiiiiiii e s
10.5.12.3 SMBuUs Clock Speed IS 16.6666 KHzZ .....iiuiiiiiiiiiiiii i e eeaes
10.5.12.4 A Network Based Host Application Is Not Receiving
ANY NetWork Packets .....ouiuiiiiii i 838
10.5.12.5 Unable to Transmit Packets from the BMC ........coiiiiiiiiiiii e e eeaeas 838
10.5.12.6 SMBUS Fragment SizZe.....uiuiiiiiiiiiiiiiiiii e 839
10.5.12.7 LOSING LiNK 1uiuiniieieiiii ettt 839
10.5.12.8 Enable XSUM FilEEriNg .oouiiuiiiiii i e ettt e e e aaes 840
10.5.12.9 Still Having Problemis? ... 840
NC-SI Pass Through INEErface ......ciuiviiiiii e e aeas 840

29



30

=
~r
@

=
000
ISl
e

WN =

=
000
[e)Xe)Ye Yo))
[RIRINTN
AN

=
oo

oo
ww
wWN

10.6.3.4

10.6.3.5

10.6.3.6

Intel® Ethernet Controller 1350 — Contents

L0 7T T
1T 1 L o] T T 12 PP
13V 1=T TN 1o o To ] oY 1V
[ 1= 1= I I = =] oo S
B0 ST R T A o o o N o= 0 [ PPN
10.6.1.3.2 NC-SI Frames Receive Flow
YU o] o] g =Te B LT [ U] =T PP
A< o I o) = o o o =P
NC-SI Mode — Intel Specific Commands . .
OVEIVIEW vt seraees
10.6.3.1.1  OEM Command (0X50) ..uuiuiiuiitiiiiiiiiiiii i et e e et e e aaae e eaan
10.6.3.1.2  OEM ReSPONSE (OXD0) tueuvirinininitiniitiaiteetrara et ss e rasasnsera s asseess
(@eTa o] al=1a Ve ST 010 0100 =1 o V2 PP
Set Intel Filters Control — IP Filters Control Command

(Intel Command 0x00, Filter Control IndeX OX00) .....cuvuiuiuiiiieiiiiiiniiiien e 850
10.6.3.3.1 Set Intel Filters Control — IP Filters Control Response

(Intel Command 0x00, Filter Control IndeX OX00) ....cciiiiiiiiiiiiiiiiiiiiieenenanas 850
Get Intel Filters Control Commands
[k =T @leTa ol a =g Lo B 000 I B T PP 850
10.6.3.4.1 Get Intel Filters Control — IP Filters Control Command

(Intel Command 0x01, Filter Control Index 0X00) .........cocvviiiiiiininiiiiiinne. 850
10.6.3.4.2 Get Intel Filters Control — IP Filters Control Response

(Intel Command 0x01, Filter Control IndeX OX00) ....cciiiiiiiiiiiiiiiiiiiiiieiaenanas 851
Set INtel FIlters FOrMAts vttt ettt e e e e e aneaneneanes 851
10.6.3.5.1  Set Intel Filters Command (Intel Command 0X02) ......ccceviviiiiiiiiiiiiinieieiennns 851
10.6.3.5.2  Set Intel Filters Response (Intel Command 0X02) ......coovviiiiiiiiiiiniiiiieiennanen, 851
10.6.3.5.3 Set Intel Filters — Manageability Only Command

(Intel Command 0x02, Filter Parameter OXOF).....c.coiiiiiiiiiiiiiiiiiiiceneieeens 851
10.6.3.5.4 Set Intel Filters — Manageability Only Response

(Intel Command 0x02, Filter Parameter OXOF)........coovuviiiiiiiiiininiiiien 852
10.6.3.5.5 Set Intel Filters — Flex Filter Enable Mask and Length Command

(Intel Command 0x02, Filter Parameter OX10) ..o.vvvueirinininininiiiiniriieeans 852
10.6.3.5.6  Set Intel Filters — Flex Filter Enable Mask and Length Response

(Intel Command 0x02, Filter Parameter O0X10) ....covviveiiiiiiniiiiiiiieinienaeeas 853
10.6.3.5.7  Set Intel Filters — Flex Filter Data Command

(Intel Command 0x02, Filter Parameter OX11) .....c.ooiiviiiiiiiiiiiiinnien 853
10.6.3.5.8 Set Intel Filters — Flex Filter Data Response

(Intel Command 0x02, Filter Parameter OX11) ..ocvcvveirininiiininiiiiinirineeens 853
10.6.3.5.9 Set Intel Filters — Packet Addition Decision Filter Command

(Intel Command 0x02, Filter Parameter OX61) ....ccoviviiiiiiiiiiiiiiiiiiiiiennenaas 854
10.6.3.5.10 Set Intel Filters — Packet Addition Decision Filter Response

(Intel Command 0x02, Filter Parameter OX61) .......cocoviiiiiiiiiiiiiiniiiiiinn 855
10.6.3.5.11 Set Intel Filters — Flex TCP/UDP Port Filter Command

(Intel Command 0x02, Filter Parameter 0X63) ....ccvvvieiviniiiiiniiiiiinrnea 855
10.6.3.5.12 Set Intel Filters — Flex TCP/UDP Port Filter Response

(Intel Command 0x02, Filter Parameter 0X63) ....vvviiiiiiiiiiniiiiiieieieieeaeneas 855
10.6.3.5.13 Set Intel Filters — IPv4 Filter Command

(Intel Command 0x02, Filter Parameter 0X64) .......c.cocviviiiiiniiiiiininiiiien 855
10.6.3.5.14 Set Intel Filters — IPv4 Filter Response

(Intel Command 0x02, Filter Parameter 0X64) .....covviviiiiiininiiiiiinnieeas 856
10.6.3.5.15 Set Intel Filters — IPv6 Filter Command

(Intel Command 0x02, Filter Parameter 0X65) ..ovvviiiiiiiiiiiiiiiiiieiiienaeeas 856
10.6.3.5.16 Set Intel Filters — IPv6 Filter Response

(Intel Command 0x02, Filter Parameter 0X65) .......cocvvviviiiiiiiiiinninn 856
10.6.3.5.17 Set Intel Filters - EtherType Filter Command

(Intel Command 0x02, Filter parameter OX67) ....ccovvvvviviiiiiniiiiiiininiieena 857
10.6.3.5.18 Set Intel Filters - EtherType Filter Response

(Intel Command 0x02, Filter parameter OX67) ..o.vvviieiieiiiniiiiiiiienneieiiennenenns 857
10.6.3.5.19 Set Intel Filters - Packet Addition Extended Decision Filter

Command (Intel Command 0x02, Filter parameter 0X68) ..........covvviveinininns. 857

10.6.3.5.20 Set Intel Filters — Packet Addition Extended Decision Filter

Response (Intel Command 0x02, Filter parameter 0x68)
Get Intel Filters FOrmats ..ooviiiiiiiii e
10.6.3.6.1 Get Intel Filters Command (Intel Command 0X03) ......cccviviiiiiiiiiiiiiiiiennenens
10.6.3.6.2  Get Intel Filters Response (Intel Command 0X03)......cccovvviiniiiiiiiiiniiniinn,
10.6.3.6.3 Get Intel Filters — Manageability Only Command

(Intel Command 0x03, Filter Parameter OXOF).....c.coiiiiiiiiiiiiii i ceneceeens
10.6.3.6.4  Get Intel Filters — Manageability Only Response

(Intel Command 0x03, Filter Parameter OXOF)........cocoviiiiiiiiiiiiinien 860
10.6.3.6.5 Get Intel Filters — Flex Filter 0 Enable Mask and Length Command

(Intel Command 0x03, Filter Parameter 0X10) .......cocoviviiiiiiiiiiin 860
10.6.3.6.6  Get Intel Filters — Flex Filter 0 Enable Mask and Length Response

(Intel Command 0x03, Filter Parameter O0X10) ...cooviveiiiiiiiiiiiiieieieienaeeas 861
10.6.3.6.7 Get Intel Filters — Flex Filter 0 Data Command

(Intel Command 0x03, Filter Parameter OX11) .....coovviiiiiiiiiiiiiinen 861



] ® >
Contents — Intel® Ethernet Controller 1350 l n tel

10.6.3.7

10.6.3.8

10.6.3.6.8 Get Intel Filters — Flex Filter 0 Data Response

(Intel Command 0x03, Filter Parameter OX11) ..ocvvviviiieieiiiiieieneieneneneenanes 861
10.6.3.6.9  Get Intel Filters — Packet Addition Decision Filter Command

(Intel Command 0x03, Filter Parameter O0X61) ....ccovviiiiiiiiiiiiiiiiiice e 862
10.6.3.6.10 Get Intel Filters — Packet Addition Decision Filter Response

(Intel Command 0x03, Filter Parameter OX61) .......cccovviiiiininiiiiiiiins 862
10.6.3.6.11 Get Intel Filters — Flex TCP/UDP Port Filter Command

(Intel Command 0x03, Filter Parameter 0X63) ....oviviiiiiiiiiiiiiiiiin e 862
10.6.3.6.12 Get Intel Filters — Flex TCP/UDP Port Filter Response

(Intel Command 0x03, Filter Parameter 0X63) ...covvviiiiiiiiiiiiiinnrie e e 863
10.6.3.6.13 Get Intel Filters — IPv4 Filter Command

(Intel Command 0x03, Filter Parameter 0X64) ........cccovviiiiiiiniiiiiiiinas 863
10.6.3.6.14 Get Intel Filters — IPv4 Filter Response

(Intel Command 0x03, Filter Parameter 0X64) .....cooviiiiiiiiiiiiiiiiiiiice e 863
10.6.3.6.15 Get Intel Filters — IPv6 Filter Command

(Intel Command 0x03, Filter Parameter 0X65) ...cvviviiiiiiiiiiiiiininini e e 864
10.6.3.6.16 Get Intel Filters — IPv6 Filter Response

(Intel Command 0x03, Filter parameter OX65) ....ovvviviiiiiniiiiiiiinen s 864
10.6.3.6.17 Get Intel Filters - EtherType Filter Command

(Intel Command 0x03, Filter parameter OX67) ....oovvuiiiiiiiiiiiiiiiiiieieeie e 864
10.6.3.6.18 Get Intel Filters - EtherType Filter Response

(Intel Command 0x03, Filter parameter OX67) ....oviviiiiiiiiiiieiienienenieeeenenss 865
10.6.3.6.19 Get Intel Filters — Packet Addition Extended Decision Filter

Command (Intel Command 0x03, Filter parameter OX68) ........ccccvvvivvvnininnne. 865
10.6.3.6.20 Get Intel Filters — Packet Addition Extended Decision Filter

Response (Intel Command 0x03, Filter parameter 0X68) ......c.ccvvvviiiiiiiinennnne. 865
Set Intel Packet Reduction Filters FOrmats.....c..uiiiuiiiii it aen e e 866
10.6.3.7.1  Set Intel Packet Reduction Filters Command

(Intel CommaNd OX04) uiueiiiiii it 866
10.6.3.7.2  Set Intel Packet Reduction Filters Response

(Intel CommaNd OX04) uiuuiniiriiii it 866
10.6.3.7.3  Set Unicast Packet Reduction Command

(Intel Command 0x04, Reduction Filter Index 0X00) ........cocvvviiiiiiiininiininnns 867
10.6.3.7.4  Set Unicast Packet Reduction Response

(Intel Command 0x04, Reduction Filter Index 0X00) .......ovvvviiiiinniiiinininnnns 867
10.6.3.7.5 Set Multicast Packet Reduction Command

(Intel Command 0x04, Reduction Filter Index OX01) ...ccovvvviiiiiiiiiiiiiiiineeaen 868
10.6.3.7.6  Set Multicast Packet Reduction Response

(Intel Command 0x04, Reduction Filter Index OX01) ......cocvvviiiiiiiiiinininininnns 868
10.6.3.7.7 Set Broadcast Packet Reduction Command

(Intel Command 0x04, Reduction Filter Index 0X02) ......cvvvviviiiiinniniiiiininnnnns 868
10.6.3.7.8 Set Broadcast Packet Reduction Response

(Intel Command OX08) uiueiuiiriititi it r e a e a e a e aeraanes 869
10.6.3.7.9 Set Unicast Extended Packet Reduction Command

(Intel Command 0x04, Reduction Filter Index 0X10) ......cocovvviiiiiiiininiininnns 869
10.6.3.7.10 Set Unicast Extended Packet Reduction Response

(Intel Command 0x04, Reduction Filter Index 0X10) .....ccvvvvvviiininniiiinininnnnns 870
10.6.3.7.11 Set Multicast Extended Packet Reduction Command

(Intel Command 0x04, Reduction Filter Index OX11) ..ccvviiriiiiiiiiiiiiiiiiieeae, 870
10.6.3.7.12 Set Multicast Extended Packet Reduction Response

(Intel Command 0x04, Reduction Filter Index OX11) ...ccovvviiiiiiiiineiniiiiinennnns 870
10.6.3.7.13 Set Broadcast Extended Packet Reduction Command

(Intel Command 0x04, Reduction Filter Index 0X12) .....ccvvvviiiiiinninininininnnnns 871
10.6.3.7.14 Set Broadcast Extended Packet Reduction Response

(Intel Command 0x04, Reduction Filter Index OX12) ..ccvviviiiiiiiiiiiiiiiiieneae, 871
Get Intel Packet Reduction Filters FOrmats ........oviuiiiiiiiiiii e 871
10.6.3.8.1  Get Intel Packet Reduction Filters Command

(Intel Command OX05) tuiueiniitiitiii et 872
10.6.3.8.2  Get Intel Packet Reduction Filters Response

(Intel Command OX05) ..uvuuiiiiiiiiie e 872
10.6.3.8.3  Get Unicast Packet Reduction Command

(Intel Command 0x05, Reduction Filter Index 0X00) .......covvveviiiinniniiinininnnnns 872
10.6.3.8.4  Get Unicast Packet Reduction Response

(Intel Command 0x05, Reduction Filter Index 0X00) ....ccovvvviiiiiiiiniiiiineenen 872
10.6.3.8.5 Get Multicast Packet Reduction Command

(Intel Command 0x05, Reduction Filter Index OX01) ....cccvviviniiininiiniiininennnns 873
10.6.3.8.6  Get Multicast Packet Reduction Response

(Intel Command 0x05, Reduction Filter Index OX01) ....cocvvvviniiiinninininininnnnns 873
10.6.3.8.7 Get Broadcast Packet Reduction Command

(Intel Command 0x05, Reduction Filter Index 0X02) ...cvvvvviiiiiiiiiiiiiiiieenen 873
10.6.3.8.8 Get Broadcast Packet Reduction Response

(Intel Command 0x05, Reduction Filter Index 0X02) .......ocvvviviiiiiiiiiiiinennnns 873
10.6.3.8.9 Get Unicast Extended Packet Reduction Command

(Intel Command 0x05, Reduction Filter Index 0X10) .....ccvviviniiiinniniiinininnnns 874

31



32

10.6.3.9

10.6.3.10

10.6.3.11

10.6.3.12

10.6.3.13

10.6.3.14

10.6.3.15

10.6.3.16

Intel® Ethernet Controller 1350 — Contents

10.6.3.8.10 Get Unicast Extended Packet Reduction Response

(Intel Command 0x05, Reduction Filter Index 0X10) ...ovvvieieininiiinerereeenensn 874
10.6.3.8.11 Get Multicast Extended Packet Reduction Command

(Intel Command 0x05, Reduction Filter Index OX11) ...cvvviriiiiiiiiiiiiiiinnenns 874
10.6.3.8.12 Get Multicast Extended Packet Reduction Response

(Intel Command 0x05, Reduction Filter Index OX11) ....cocvviiiiniiiininiiiineennne, 875
10.6.3.8.13 Get Broadcast Extended Packet Reduction Command

(Intel Command 0x05, Reduction Filter Index OX12) ...ccviviiiiiiiiiiiiiiiiiiiinenns 875
10.6.3.8.14 Get Broadcast Extended Packet Reduction Response

(Intel Command 0x05, Reduction Filter Index OX12) ...cvvviriiiiiiiiiiiiiiiinennns 875
SYSEEIM MAC AQANES S ittt ittt ettt e et et et et e e e et et et e et e e e et aaeaaes 875
10.6.3.9.1 Get System MAC Address Command

(Intel Command OX06) .uuuiueiniieiiiie ettt e et e e eeas 875
10.6.3.9.2 Get System MAC Address Response

(Intel ComMmMANd OX06) .uuuiuiirieiiiieiii et et ne e 876
Set Intel Management Control FOrMats ..ot e e e e 876
10.6.3.10.1 Set Intel Management Control Command

(Intel ComMmMANd OX20) tuuiuiieieiiiieieiir et e r e e aaneees 876
10.6.3.10.2 Set Intel Management Control Response

(Intel CommMAaNd OX20) tuiuuiiiiiie ittt r et et e st e e e aaaeaas 877
Get Intel Management Control FOrmMats......oviiiiiiiiii e 877
10.6.3.11.1 Get Intel Management Control Command

(Intel CommMAaNd OX21) tuiiuiiiiiiiii i it eas 877
10.6.3.11.2 Get Intel Management Control Response

(Intel CommMAaNd OX21) tuiiuiiiiii ittt eas 877
IO 0 =T P 878
10.6.3.12.1 Perform Intel TCO Reset Command

(Intel CommMAaNd OX22) tuieiiiiie it a e e e e et e e e anaeaas 878
10.6.3.12.2 Perform Intel TCO Reset Response

(Intel ComMmMEANA OX22) 1uuiniieieiiiie it aeees 879
(@110l < 0T K@ i (o =T 1 T [ PP 879
10.6.3.13.1 Enable Checksum Offloading Command

(Intel ComMmMEANA OX23) 1uuuiuiieieiiiieieii e e e nenees 880
10.6.3.13.2 Enable Checksum Offloading Response

(Intel CommMAaNd OX23) tuuviuiieiriiiieieii e 880
10.6.3.13.3 Disable Checksum Offloading Command

(Intel CommMAaNd OX24) tuiuiniiiii it e et e e e aeeeaas 880
10.6.3.13.4 Disable Checksum Offloading Response

(Intel ComMmMANA OX24) 1uuiniieieiiie e e a e 880
(@S =1\ (O @fe] g} e [UT =]« [o] P PP 881
10.6.3.14.1 Enable0S2BMC Flow Command

(Intel Command 0x40, INdeX OX1)..uiiiiriiiiiiiiiiiiiie e ees 881
10.6.3.14.2 EnableOS2BMC Flow Response

(Intel Command 0x40, INdeX OX1)...iiiiuiiiiiiiiiiiiiiin e 881
10.6.3.14.3 Enable Network to BMC Flow Command

(Intel Command 0X40, INAEX OX2).uiutiriiriititiiiiteitiie e reae e e eieeeaneneaas 881
10.6.3.14.4 Enable Network to BMC Flow Response

(Intel Command 0X40, INAEX OX2)...iuiuiiiniiiiiiiiiineie e neneees 881
10.6.3.14.5 Enable both Host and Network to BMC flows Command

(Intel Command 0X40, INdeX O0X3)..uiuiieiuiiiiiiiiiiiiis e 882
10.6.3.14.6 Enable both Host and Network to BMC Flows Response

(Intel Command 0X40, INAEX OX3).uiuiiriiriitiiiiineitiie e eeat it eeaneneaas 882
10.6.3.14.7 Get OS2BMC parameters Command

(Intel ComMmMANd OXAL) tuuiniiiiiiiiie it a e e 882
10.6.3.14.8 Get OS2BMC parameters Response

(Intel CommMEAaNd OXAL) tuiuiuiitiniiiie i 882
Inventory and Update System Parameters Commands ........cocvvvvviiiiiiiiiiiiiiiiienn e 883
10.6.3.15.1 Get Controller Information Command

(Intel Command 0x48, INdeX OX1)..uiiiuiiiiiiiiiiiiiiiii e 883
10.6.3.15.2 Get Controller information Response

(Intel Command 0X48, INAeX OX1).uiiiiiiiieiiiiiiitei i e aeeaas 883
Thermal SeNSOr COMMANGS . ...ttt ittt ettt e e e st e e aeaassaeaeeeeneanaaeaeanans 884
10.6.3.16.1 Get Thermal Sensor Commands

(Intel ComMmMAaNd OX4C) tuuuiiniiiiit ittt e et r e e e e e aneaaas 884
10.6.3.16.2 Get Thermal Sensor Capabilities Command

(Intel Command 0X4C, INAEX OX0) t.ouvririuiniieieiniine i seneeaes 886
10.6.3.16.3 Get Thermal Sensor Capabilities Response

(Intel Command 0X4c¢, INdeX OX0) ..uvuiiriiiiiiiiiniiii e 886
10.6.3.16.4 Get Thermal Sensor Configuration Command

(Intel Command 0X4C, INAEX OX1) viuviriiriieiiiiiiiiiiii e aneneaas 887
10.6.3.16.5 Get Thermal Sensor Configuration Response

(Intel Command 0X4C, INAE@X OX1) .iuiuiiiiiiiiiiiiiiiiiie e eeaes 888
10.6.3.16.6 Get Thermal Sensor Status Command

(Intel Command 0X4C, INAEX 0X2) 1uvuviririiiniiniiiniinerniirn s rseeeaes 888



] ® >
Contents — Intel® Ethernet Controller 1350 l n tel

10.6.3.16.7 Get Thermal Sensor Status Response

(Intel Command O0X4C, INAEX OX2) .uvuieiuiiinireeenererenenerereernraeanrnenraeanrnanss 888
10.6.3.16.8 Set Thermal Sensor Commands
(Intel Command, INdeX OXAD) ..uirieieiiiii e e aeeaanes 889
10.6.3.16.9 Thermal Sensor AEN (Intel AEN OX81) ..viviviiiiiieiiiiiiiiriiiene e enenereraeenens 891
10.6.4 BasiC NC-SI WOTKFIOWS ..uutiitiitiiiiite ettt et et e e et e e e e e e e n et e e e e e eaneneans 891
O I s B - Yo & (o [T = 1 T PPN 891
B O SR A @ o 1= T o T = I = PP 892
10.6.4.3 Discovery ....... ...892
10.6.4.4 ConfigurationS........covvviiiiiiiiiiiii e ...892
10.6.4.4.1 NC Capabilities Advertisement ......cciiiiiiiiiiii e 892
10.6.4.4.2  ReCEIVE FIlLEIING .ouvvieiiiiii i e 893
10.6.4.4.3 VAN .ottt 893
10.6.4.5 Pass-Through TraffiC States. .. .uviiei i e e e s e e e e raenens 894
10.6.4.6  Channel ENable. ...ttt e et et et e et e e e 894
10.6.4.7 Network Transmit ENabIE ... ...t e e e ees 894
10.6.5 Asynchronous Event Notifications ......oiuiiiiiiiiii i e 895
10.6.6 Querying ACtiVe Parameters ... 895
10.6.7 ST = = 895
10.6.8 AdVANCEA WOIKIIOWS ..veiiieieii e e e e e e e s e s e e e e e e e r e rann e e e e e nenens 896
10.6.8.1  MUIti-NC ArbDitration ..vouieie it e e et eas 896
10.6.8.2 Package Selection Sequence Example.. ...897
10.6.8.3 Multiple Channels (Fail-Over)............c...... ...897
10.6.8.3.1  Fail-Over Algorithm EXample .....ovuiiiiiiiiiiiir e 897
10.6.8.4 STAtiSTICS 1uiuriiiiiiii i
10.6.9 =T = | I o1 @] o Yoo PP
10.6.9.1  Set Link While LAN PCle Functionality is Disabled
10.7 O PP
10.7.1 (O I = O 1Y oY TN
O s O [ @ @ Y=Y ol 1 [ I PP
10.7.1.2  MCTP USAGE MOAEL ...ttt ittt ettt ettt et et e e e e e et et et e a e a e e e e e tanneens
10.7.1.3  Simplified MCTP MOGE ....uiniiiiiiniiiiii e e e eas
10.7.2 NC-ST t0 MCTP MaPPaING ttueiuiiniitiiiiiiiiin et e e raens
10.7.3 MCTP OVEF SMBUS ...ttt et et a s st era e r e r e e e eras
10.7.3.1 SMBus Discovery Process.............cceeuuns. .
10.7.3.2 SMBus over MCTP implementation notes.
10.7.4 N L@ O Y= ol 1 [ I P
10.7.4.1  NC-SI Packets FOrMat ..o.uiuiieiiiiiiii ittt ettt et e s e et e e s e e e e reaaeaneenn
B0 R o s R o 1 | 1 o] I 2 o G PPN
10.7.4.1.2 Command PacCKetS........iuuiieieiiiiii e
10.7.4.1.3  RespoNSse Packets ......ciiiiiiiiiiiiiiii
10.7.4.1.4  AEN PacCKelS .ouuiiiiiiiii i e e
10.7.5 (O I = e Yo | o= a1 T PP
10.7.5.1  MCTP Commands SUPPOIT ...uuitiuiiiiiiiiiiiir e a e
B0 I A 1= = T [ oY [ | 1
10.7.5.1.2 Get ENdPOiNt UUID ......viuiiieieiiiiien e s e et e e s e e e n e s e e e e n e e nenens
10.7.5.1.3  Get MCTP Version SUPPOIt....ouiuiuiiiiiiiiii i
10.7.5.1.4 Get Message Type Support COmMMANd ......c.viiiinininininiiiire e 907
10.7.5.1.5 Set Endpoint ID Command .... ...907
10.8 Manageablllty Host Interface..........coovvvviiiiiinininns ...908
10.8.1 HOST CSR Interface (All FUNCEIONS) cuuuiuiiitiiiiiiitiiiires sttt e s s e e e e 908
10.8.2 Host Slave Command Interface to Manageability ........cccoviieiiiiiiiii e 908
10.8.2.1 Host Slave Command Interface LOw Level FIOW ......coiiiiiiiiiiiiii e 908
10.8.2.2 Host Slave Command REGISTEIS ......uiviuiiiiiiiiiit i eees 909
10.8.2.2.1 Host Interface Control Register
(CSR AdAress OX8BFO0) ..uueuiuiuetetieaeerseseneeanssesaeasssaenerereeeneneanenenraeanans 909
10.8.2.3  HOSE INterface STrUCTUINES ...ttt r e e e et aneeeas 909
10.8.2.3.1 Host Interface Command StruCtUre........c.vviiiiiniiiiir e 909
10.8.2.3.2 Host Interface Status StruCtUre........oiiiiii e 910
10.8.2.3.3 Checksum Calculation Algorithm ........coiiiiiiii 910
10.8.2.4 Host Interface CoOmMMAaNAS ...viuiuiiiieiiie et e e e s e e e e e e e e e e nenenenees
10.8.2.4.1  Driver Info Host Command. .
10.8.2.4.2  Host Proxying Commands...
10.8.3 (Lo Tl £Yo] F= Y =TS U] o] o o] o P PPN
11 Electrical/Mechanical Specification ......c.cccciviiriiiriis i s s s s s e
11.1 g Yo [Tt o PPN
11.2 (@] o1 =Yl T JR @] g Vo o T 1= PN
11.2.1 Recommended Operating ConditioNS .....o.vvieiiiiiiiiii i
1.3 oY= g D L Y2 N PPN
11.3.1 Power SUpPPly SPeCifiCation ... .v.veieieieiii i e
11.3.1.1  POWEr ON/Off SEQUENCE .. ettt ettt ettt et et e et e e e et et et raeaa e e aae e anenean
11.3.1.2  Power-On Reset ThreShOldS . ....ouiuieiiieiie i et eneees
11.4 12T 1T ST U2 0] 0 =1 2 PP
11.5 LU /=T | o @] g 1070100} o T o

33



(int )
l n e Intel® Ethernet Controller 1350 — Contents

11.7

11.8

11.9

12
12.1

12.2

12.3

34

(D107 Y O o 1Yo | 1 [oF= 1 o (o] o N PPN
11.6.1 (DTG o =Tl 1 or=1 ol T [ PP
B T A R ) o 1= 7 PP PP
B e I T 1 PP
B S T R T © T 1= T I B = 11 7A@ PPN
11.6.1.4 NC-SI Input and OUEPUEL Pads ......ouiiiiiiiiiiiii e e e s
11.6.2 Digital I/F AC SPeCifiCations. .. ettt e
11.6.2.1  RESEE SIGNAIS 1uuieieitiiet ittt e et st s e e e e a et res
11.6.2.1.1 LAN_PWR_GOOD . .
11.6.2.2 SMBUS....cooiviiiiiiiiiiieieneeans
I D ol N Ol Yo Y=Y Tilor= 1 [o s N U
11.6.2.4  FLASH AC SPeCifiCatiOn ...uuiuiiiiitiiii e e a s
11.6.2.5 EEPROM AC SPeCifiCation ..ueiuiisiiiiiiie ittt et et et e e e e e e aaaes
11.6.2.6  NC-SI AC SPECIHICAION. .1ttt e e e e e e e s e e e e s eaeanenenraeannnas
11.6.2.7  JTAG AC SPECIfICAtION .. vttt ettt s e e s e e s reess
11.6.2.8 MDIO AC SPECIHICATION 1.ttt e
11.6.2.9 SFP 2 Wires I/F AC SpPeCifiCation ....ciiiiiiiiiiiiiiiii i e e
11.6.2.10 PCle/SerDes DC/AC SPeCifiCation ......iueiuiiriitiiiiiii ittt e e e e e aeaaeaaes
11.6.2.11 PClIe SpecCifiCation = RECEIVEL ..iuiitiitiie ittt e et eeaaaes
11.6.2.12 PCle Specification - Transmitter ... i e e
11.6.2.13 PClIe Specification = INPUE ClOCK .....uuiiiiiiiiiiiir e
11.6.3 Serdes DC/AC Specification ......... .
11.6.4 PHY Specification ............
11.6.5 D U\ WA @ oTel 1Sy 01Tl [oF L[] o H PP
11.6.5.1  Crystal SpeCifiCation ...ouuiuiieiiiii i e
11.6.5.2 External Clock Oscillator Specification .......c.ooiiiiiiiiii e
11.6.6 GbE PHY GE_REXT Bias CONNECHION ...ttt e vt e e v e s raeee e eae e r e aneeanees
11.6.7 SerDes SE_RSET Bias CONNECTION ...uiiuiiiiiiiiiiii ittt e e s
11.6.8 O T o = I 2 A 1 = T = T3 @0 ¥ =T o o s
11.6.9 Voltage Regulator Electrical Specifications .........cvoviiiiiiiiiii s
11.6.9.1 1.0V SVR Electrical SpecCifiCations.......ccvuiiiiiiiiii e
11.6.9.2  SVR EffiCI@NCY tiuiuiiiiiiiiniiiitii et
11.6.9.3 1.8V LVR Electrical SpecifiCations ......couiuiuiiiiiiiiiie e
Lo Tl =T [T PPN
11.7.1 Mechanical Specification for the 17x17 PBGA Package...
11.7.1.1  17x17 PBGA Package Schematics............cocvveviininininns
11.7.2 Mechanical Specification for the 25x25 PBGA Package.......ccvieiiiiiiiiiiiiiiiii e eeea
11.7.2.1 25x25 PBGA Package SChematiCS.......oviiiiiiiiii e
EEPROM Flash DBVICES. 1.ttt ettt ettt et ettt e e et et e e et et e et e e e e e e et et et e e s e e ae e eneans
11.8.1 = T P
11.8. EEPROM Luitititiiiet ettt ettt ettt ettt e rnas
Voltage Regulator External COMPONENTES ....uiuiiieiiiii s e e e e eas
11.9.1 1.0V SVR EXternal ComMPONENES ...ttt et et e e e e aeaaans
11.9.2 1.8V LVR External CompPoONENES......iuiuiiiiitiiiiiiiiin e
Design GuidelinesS .....civvrimrerimrrimrersnsasiasassmsssassssasassassssasassassssasassasansasassasansasassnssnss 955
o = o U= A K g =T =T ol PN 955
12.1.1 Magnetics fOr 1000 BASE-T ...iuiuiiiiiitiiiir s 955
12.1.2 Magnetics Module QUalifiCation StEPS......iiiiii i e 955
12.1.3 Discrete/Integrated Magnetics Specifications ... ...955
12.1.4 Third-Party Magnetics Manufacturers................ ...957
12.1.5 Layout Considerations for the Ethernet Interface.......ccovvviiiiiiiiiiiic e 957
12.1.5.1 Guidelines for Component PlaCcement........vveiiiiiii e e e eneaeens 957
12.1.5.2 Layout Guidelines for Use with Integrated and Discrete Magnetics ...........coovviiiiiiiiiiniinnnnns 958
12.1.5.3 Board Stack-Up RecoOmMmMENdationsS .......viuiiiiiiiiiiiiii e e et e e eaa 959
12.1.5.4 Differential Pair Trace Routing for 10/100/1000 DeSIgNS...c.uuiuiiierrirrenerererneenenernrnenraenens 960
12.1.5.5 Maximum Trace Lengths Based on Trace GEOMELrY .......ccviveiiiiiiiiiiiiii e 961
12.1.5.6  Signal Termination and CoUpling ...c..ciiiriiiiii i e e 962
12.1.5.7 Signal Trace Geometry for 1000 BASE-T DESIGNS....iuiuiuiiiieieiniiiinnrrenererereesnenernrenraenens 962
12.1.5.8 Trace Length and Symmetry for 1000 BASE-T DeSIgNS....iuiuiuiiiieiuiininiiiiiniininienniaeas 963
12.1.5.8.1  SigNal DEtECE ...ttt e 963
12.1.5.9 Impedance DisSCONtiNUILIES. . ..ttt et 963
12.1.5.10 Reducing CircUit INAUCLANCE ....viviiiiiiiii i e e s 963
12.1.5.11 Signal Isolation.........ccovvvvieininnnns ...964
12.1.5.12 Traces for Decoupling Capacitors ..........cvevvvverernnnnnnns ...964
12.1.5.13 Light Emitting Diodes for Designs Based on the I350 .......ccocviiiiiiiiiiiii e 964
12.1.6 Physical Layer Conformance TeSTING «..ovuiiuiiiii i et a e eaes 964
12.1.6.1 Conformance Tests for 10/100/1000 Mb/S DESIGNS ...uvviviuiiiieiniiriinerrieienerereeeneaererenenens 965
12.1.7 Troubleshooting Common Physical Layout ISSUES .........ccviiiiiiiiiiiiiiiiiienne s 965
PPN 966
12.2.1 Link Width Configuration .......ceieieiii it e e e e e e s r e e e e anenens 966
12.2.2 Polarity Inversion and Lane ReVEersal ........ccvvuiiiiiiiiiiiin e 966
12.2.3 PCIe ReferenCe ClOCK ....uivieiiiieii et ettt e e e e e e e e eeens 966
(] Yol o T ol PPN 966
12.3.1 Frequency Control Device Design ConsiderationsS..........vvvuiiiiiiuiiiiininiiien s 967



] ® >
Contents — Intel® Ethernet Controller 1350 l n tel

12.4

12.5
12.6

12.7
12.8

13

13.1
13.2
13.3
13.4

13.5

13.6

13.7

13.8

13.9
13.10
13.11
14
14.1

12.3.2 Frequency Control ComPONENt Ty PES ...ttt ettt et e e aae e aeaaans 967
720G T R © TN - o w4 @ V2= - | PP 967
12.3.2.2  Fixed Crystal OsCillator ... . v st 967
12.3.2.3 Programmable Crystal OSCillators .....uouiiiiiii i e 968
12.3.2.4  CeramliC RESONATOI. ..ttt et a et st e 968
L] V2= IS 8 0] 0o o 968
12.4.1 Crystal Selection ParamEters ... it 968
B I YA 1o o= Yo [ T o = | Lo Yo =P 969
12.4.1.2 Nominal Frequency .... ...969
12.4.1.3  Frequency TolerancCe .....ccuviviiieiiiiiiieiii i ieienenieanens ...969
12.4.1.4 Temperature Stability and Environmental Requirements.......cccoviiiiiiiiiiiiiiiiiii e 969
12.4.1.5  Calibration MOGE. . ..i ittt et 969
B T B SR o Y- T B @ T o - Yo | = ] Lo = PPN 970
12.4.1.7  ShUuNt CapatitanCe . v ittt ettt 970
12.4.1.8 Equivalent Series RESISTANCE ... .iuiuiiiiiiiiiiiii e 970
B e T BT Y7 I Y PP 970
720 1 T o | o T PP 971
12.4.1.11 Reference CryStal ..o e et 971

12.4.1.11.1 Reference Crystal Selection ......couiiiiiiiii i 971

B e s I A @ 1o B = o =Yoo PP 971

12.4.1.11.3 Temperature ChangeSs ......cocieieieiiiiiiiiiiint it s s aeaeas 972
12.4.2 Crystal Placement and Layout Recommendations . ...972
OsCillator SUPPOIt ... ...974
12.5.1 Oscillator Placement and Layout Recommendations .........cocvviviiiiiiiiniiiiiiinn e 975
[V [0l I 1T o] PP 975
12.6.1 BIOS Handling of Device DiSable .....o.iiiiieieiiiiie i e e r e s e e e e e aens 975
Y12 T [T B N LG A PP 976
I L PP 977
12.8.1 DeSigN REGUINEMENTS .. .uiiiiiii ittt ettt ettt a e s a s e st s et enean e anenns 977
12.8.1.1 NEtWOIK CONTIOI O o ettt sttt et et e et e et e e e e et e e e e e e e e et e e e e enenas 977
12.8.1.2 External Management Controller (MC) ...iiuiiiiiiiiii it ae e e 977
12.8.1.3 Reference SCheMaAtiC ..ot 977
12.8.2 Layout REQUIFEMENES ...uiiiieiiiii i e e 980
B S T R = To =Y o I g oY o =T = o ol T PPN 980
12.8.2.2 Trace Length ReStriCtiONS ...viviuiiiiiii 980

Thermal Management....c.ccicvrvrrienmmrnmrersssnesesssesssassassssasssasassasassasassasansasassasnnss 985
Thermal Sensor and ThermMal Diode . ....uiuiii i e ettt e e e e aeaans

Thermal Design ConSiderations. ... ..ttt e e e e

B IC=T0 .01 o] Lo« Y PPN

B =L = LYo =Tl =L o =P
13.4.1 (O TT I I =T 0 4T 01T = =
Thermal A DULES . e
13.5.1 Designing for Thermal Performance

13.5.2 Typical System Definition ......oiuiiiii
13.5.3 Package Mechanical AttribULES .. .c.iiuii i e
13.5.4 Package Thermal CharaCteriStiCS .. .uuiuiiiiie i e e e e erenns
Thermal ENNanCEMENTS ...t ettt et e et it e e et e e st et e e eeaean et aeaneaeanans
13.6.1 (11X = Lol PP
13.6.2 Default Enhanced Thermal Solution ... .
13.6.3 Extruded Heatsinks .............c.cccenenen.

13.6.4 Attaching the Extruded HeatSinK .....c.viriiiiiiiiii e
13.6.4.1 ] TPt
13.6.4.2 Thermal Interface (PCMA45 SEri@S) ...iuiuiuiiiiiiiiiiiiiiiiiin e
13.6.4.3 Maximum Static NOrmal LOAd .....coviuieiiiiiiiei et et e e e r e e e enaens
13.6.5 2] L= o1 L2 P
Thermal Interface Management for Heat-Sink SolUtionNS ........cooviiiiiii 999
13.7.1 BONd Line ManagemEnt .o.uiueiiiiii it e e 999
13.7.2 Interface Material PerfOrmManCe . ...u e e ittt e e e r e s e e e e e e nernens 999
13.7.2.1 Thermal Resistance of the Material.........coooiiiiiiii e 999
13.7.2.2  Wetting/Filling Characteristics of the Material.........cociviiiiiiiii e 999
Measurements for Thermal SpecCifiCations........ccviiiiiiii i e
13.8.1 Case Temperature MEasSUIrEMENES .....iuirieiiiiiiii s e e
13.8.1.1 Attaching the Thermocouple (No Heatsink)

13.8.1.2 Attaching the Thermocouple (Heatsink) .....

L] 0= I oY [ PP
Heatsink and Attach SUPPIEIS vttt e et e et e e aneaas

L@ 3 U] o 1= 11 =T PP

[0 1= T e [ o 2= o ol I ¢ 1 ¢ Jc
N 7AYo TS o\ Fo e L DTt o o) o o PP 1003

Appendix AChanges from 82580 ......ccvcrvemrummiersersassasssnssnssassassasssnsasssnssnssassassanssnssnsnnssnssas LO05

35



intel)
l n e Intel® Ethernet Controller 1350 — Contents

NOTE: This page intentionally left blank.

36



] ®
Introduction — Intel® Ethernet Controller 1350 l n tel]

i | Introduction

The Intel® Ethernet Controller I350 is a single, compact, low power component that supports quad port
and dual port gigabit Ethernet designs. The device offers four fully-integrated gigabit Ethernet media
access control (MAC), physical layer (PHY) ports and four SGMII/SerDes ports that can be connected to
an external PHY. The 1350 supports PCI Express* (PCle v2.1 (2.5GT/s and 5GT/s)).

The device enables two-port or four port 1000BASE-T implementations using integrated PHY'’s. It can

be used for server system configurations such as rack mounted or pedestal servers, in an add-on NIC
or LAN on Motherboard (LOM) design. Another possible system configuration is for blade servers. Here,
the I350 can support up to 4 SerDes ports as LOM or mezzanine card. It can also be used in embedded
applications such as switch add-on cards and network appliances.

PCle* 2.0 (5Gbps) NC-S| SMBus

> RX ™ RX ™ RX ™ RX
FIFO ]} FIFO FIFO ]} FIFO FIFO ]} FIFO FIFO )| FIFO

SerDes/ 1000 SerDes/ 1000 SerDes/ 1000 SerDes/ 1000
SGMII Base T SGMII Base T SGMII Base T SGMII Base T

Figure 1-1  Intel® Ethernet Controller I350
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1.1 Scope

This document provides the external architecture (including device operation, pin descriptions, register
definitions, etc.) for the I1350.

This document is a reference for software device driver developers, board designers, test engineers,
and others who may need specific technical or programming information.

1.2 Terminology and Acronyms

Table 1-1 Glossary

Definition Meaning

1000BASE-BX

1000BASE-BX is the PICMG 3.1 electrical specification for transmission of
1 Gb/s Ethernet or 1 Gb/s fibre channel encoded data over the backplane.

1000BASE-KX

1000BASE-KX is the IEEE802.3ap electrical specification for transmission of
1 Gb/s Ethernet over the backplane.

1000BASE-CX

1000BASE-X over specialty shielded 150 Q balanced copper jumper cable assemblies as
specified in IEEE 802.3 Clause 39.

1000BASE-T is the specification for 1 Gb/s Ethernet over category 5e twisted pair cables as

1000BASE-T defined in IEEE 802.3 clause 40.

AEN Asynchronous Event Notification

b/w Bandwidth.

BIOS Basic Input/Output System.

BMC Baseboard Management Controller (often used interchangeably with MC).

BT Bit Time.

CRC Cyclic redundancy check

DCA Direct Cache Access.

DFT Design for Testability.

DQ Descriptor Queue.

DMTF Distributed Management Task Force standard body.

DW Double word (4 bytes).

EEE Energy Efficient Ethernet - IEEE802.3az standard

EEPROM Electrically Era;ab[e Programma_ble Memory. A non-volatile memory located on the LAN
controller that is directly accessible from the host.

EOP End of Packet.

FC Flow Control.

FCS Frame Check Sequence.

Firmware (FW)

Embedded code on the LAN controller that is responsible for the implementation of the NC-
SI protocol and pass through functionality.

Host Interface

RAM on the LAN controller that is shared between the firmware and the host. RAM is used to
pass commands from the host to firmware and responses from the firmware to the host.

HPC High - Performance Computing.

IPC Inter Processor Communication.

IPG Inter Packet Gap.

IPMI Intelligent Platform Management Interface specification
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Table 1-1 Glossary (Continued)

Definition

Meaning

LAN (auxiliary Power-Up)

The event of connecting the LAN controller to a power source (occurs even before system
power-up).

Link Layer Discovery Protocol defined in IEEE802.1AB used by IEEE802.3az (EEE) for system

LLDP wake time negotiation.

LOM LAN on Motherboard.

LPI Low Power Idle - Low power state of Ethernet link as defined in IEEE802.3az.

LSO Large Send Offload.

LTR Latency Tolerance Reporting (PCIe protocol)

LVR Linear Voltage Regulator

MAC Media Access Control.

MC Management Controller
DMTF Management Component Transport Protocol (MCTP) specification.

MCTP A transport protocol to allow communication between a management controller and
controlled device over various transports.

MDIO Management Data Input/Output Interface over MDC/MDIO lines.

MIFS/MIPG Minimum Inter Frame Spacing/Minimum Inter Packet Gap.

MMW Maximum Memory Window.
Maximum Segment Size.

MSS Largest amount of data, in a packet (without headers) that can be transmitted. Specified in
Bytes.

MPS Maximum Payload Size in PCIe specification.

MTU Maximum Transmit Unit.
Largest packet size (headers and data) that can be transmitted. Specified in Bytes.

NC Network Controller.

NC-SI Network Controller Sideband Interface DMTF Specification

NIC Network Interface Controller.

TPH TLP Process Hints (PCIe protocol).

PCS Physical Coding Sub layer.

PHY Physical Layer Device.

PMA Physical Medium Attachment.

PMD Physical Medium Dependent.

RMII Reduced Media Independent Interface (Reduced MII).

SA Source Address.

SDP Software Defined Pins.

SerDes serializer/deserializer. A transceiver that converts parallel data to serial data and vice-versa.

SFD Start Frame Delimiter.

SGMII Serialized Gigabit Media Independent Interface.

SMBuUS System Management Bus. A bus that carries various man_ageability components, including
the LAN controller, BIOS, sensors and remote-control devices.

SVR Switched Voltage Regulator

TCO Total Cost of Ownership (TCO) System Management.

TLP Transaction Layer Packet in the PCI Express specification.

Tso Trar}smit Segmenta_tion offload - A mode in which a Iarg_e TCP/UDP 1/0 is handled to the
device and the device segments it to L2 packets according to the requested MSS.

VLAN Virtual LAN

VPD Vital Product Data (PCI protocol).
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1.2.1 External Specification and Documents

The 1350 implements features from the following specifications.

1.2.1.1 Network Interface Documents

IEEE standard 802.3, 2006 Edition (Ethernet). Incorporates various IEEE Standards previously
published separately. Institute of Electrical and Electronic Engineers (IEEE).

2. IEEE standard 1149.1, 2001 Edition (JTAG). Institute of Electrical and Electronics Engineers (IEEE)
3. IEEE Std 1149.6-2003, IEEE Standard for Boundary-Scan Testing of Advanced Digital Networks,

IEEE, 2003.

4. IEEE standard 802.1Q for VLAN

9.

10.

11.

PICMG3.1 Ethernet/Fibre Channel Over PICMG 3.0 Draft Specification, January 14, 2003, Version
D1.0

. Serial-GMII Specification, Cisco Systems document ENG-46158, Revision 1.7
. INF-8074i Specification for SFP (Small Form factor Pluggable) Transceiver (ftp://ftp.seagate.com/

sff)

. IEEE Std 802.3ap-2007

IEEE 1588™ Standard for a Precision Clock Synchronization Protocol for Networked Measurement
and Control Systems, November 8 2002

IEEE 802.1AS Timing and Synchronization for Time- Sensitive Applications in Bridged Local Area
Networks Draft 2.0, February 22, 2008

IEEE 802.3az Energy Efficient Ethernet Draft 1.4, May 2009

1.2.1.2 Host Interface Documents

aua A W N -~

PCI-Express 2.1 Base specification

PCI Specification, version 3.0

PCI Bus Power Management Interface Specification, Rev. 1.2, March 2004

Advanced Configuration and Power Interface Specification, Rev 2.0b, October 2002

Single Root I/0 Virtualization and Sharing Specification Revision 1.1 Draft, September 11, 2007

1.2.1.3 Networking Protocol Documents

O 00 N O U1 A W N
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. IPv4 specification (RFC 791)

. IPv6 specification (RFC 2460)

. TCP/UDP specification (RFC 793/768)

. SCTP specification (RFC 2960)

. ARP specification (RFC 826)

. Neighbor Discovery for IPv6 (RFC 4861)

. Multicast Listener Discovery (MLD) for IPv6 (RFC 2710)

. Multicast Listener Discovery Version 2 (MLDv2) for IPv6 (RFC 3810)

. EUI-64 specification, http://standards.ieee.org/regauth/oui/tutorials/EUI64.html.
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1.2.1.4 Manageability Documents

1. DMTF Network Controller Sideband Interface (NC-SI) Specification rev 1.0.0, May 2009
2. System Management Bus (SMBus) Specification, SBS Implementers Forum, Ver. 2.0, August 2000

1.3 Product Overview

The 1350 supports 4 SerDes or SGMII ports for MAC to MAC blade server connections or MAC to
external PHY connections. Alternatively, four internal 1000BASE-T PHYs can be used to implement a
quad port NIC or LOM design.

1.4 External Interface

1.4.1 PCIe Interface

The PClIe v2.1 (5GT/s) Interface is used by the I350 as a host interface. The interface supports both
PCle v2.1 (2.5GT/s) and PCle v2.1 (5GT/s) rates and can be configured to x4, x2 and x1. The
maximum aggregated raw bandwidth for a typical x4 PCle v2.1 (5GT/s) configuration is 16 Gb/s in
each direction. Refer to Section 2.3.1 for a full pin description. The timing characteristics of this
interface are defined in PCI Express Card Electromechanical Specification rev 2.0 and in the PCle v2.1
(2.5GT/s and 5GT/s) specification.

1.4.2 Network Interfaces

Four independent interfaces are used to connect the four I350 ports to external devices. The following
protocols are supported:

e MDI (Copper) support for standard IEEE 802.3 Ethernet interface for 1000BASE-T, 100BASE-TX,
and 10BASE-T applications (802.3, 802.3u, and 802.3ab)

e SerDes interface to connect over a backplane to another SerDes compliant device or to an Optical
module. The I350 supports both 1000BASE-BX and 1000BASE-KX (Without IEEE802.3ap Backplane
Auto-Negotiation)

e SGMII interface to attach to an external PHY, either on board or via an SFP module. The SGMII
interface shares the same pins as the SerDes

Refer to Section 2.3.6.2 and Section 2.3.6 for full pin description; Section 11.6.3 and Section for
timing characteristics of this interface.

1.4.3 EEPROM Interface

The 1350 uses an EEPROM device for storing product configuration information. Several words of the
EEPROM are accessed automatically by the 1350 after reset in order to provide pre-boot configuration
data that must be available to the 1350 before it is accessed by host software. The remainder of the
stored information is accessed by various software modules used to report product configuration, serial
number, etc.

41



Intel® Ethernet Controller 1350 — Introduction

The 1350 is intended for use with a SPI (4-wire) serial EEPROM device such as an AT25040AN or
compatible EEPROM device refer to Section 11.8.2 for full list of supported EEPROM devices. Refer to
Section 2.3.2 for full pin description and Section 11.6.2.5 for timing characteristics of this interface.

The 1350 also supports an EEPROM-less mode, where all the setup is done by software.

1.4.4 Serial Flash Interface

The 1350 provides an external SPI serial interface to a Flash or Boot ROM device such as the Atmel*
AT25F1024 or compatible Flash device. Refer to Section 11.8.1 for full list of supported Flash devices.
The 1350 supports serial Flash devices with up to 64 Mbit (8 MByte) of memory. The size of the Flash
used by the I350 can be configured by the EEPROM. Refer to Section 2.3.2 for full pin description and
Section 11.6.2.4 for timing characteristics of this interface.

Note: Though the 1350 supports devices with up to 8 MB of memory, bigger devices can also be
used. Accesses to memory beyond the Flash device size results in access wrapping as only
the lower address bits are used by the Flash device.

1.4.5 SMBus Interface

SMBus is an optional interface for pass-through and/or configuration traffic between a BMC and the
1350.

The I350's SMBus interface can be configured to support both slow and fast timing modes. Refer to
Section 2.3.3 for full pin description and Section 11.6.2.2 for timing characteristics of this interface.

1.4.6 NC-SI Interface

NC-SI and SMBus interfaces are optional for pass-through and/or configuration traffic between a BMC
and the I350. The NC-SI interface meets the DMTF NC-SI Specification, Rev. 1.0.0 as an integrated
Network Controller (NC) device.

See Chapter 2.3.4 for full pin description and Chapter 11.6.2.6 for timing characteristics of this
interface.

1.4.7 MDIO/I2C 2-Wire Interfaces

The 1350 implements four management Interfaces for control of an optional external PHY. Each
interface can be either a 2-wire Standard-mode I2C interface used to control an SFP module or an MII
Management Interface (also known as the Management Data Input/Output or MDIO Interface) for
control plane connection between the MAC and PHY devices (master side). This interface provides the
MAC and software with the ability to monitor and control the state of the external PHY. The 1350
supports the data formats defined in IEEE 802.3 clause 22.

The 1350 supports shared MDIO operation and separate MDIO connection. When configured via the
MDICNFG register to separate MDIO operation each MDIO interface should be connected to the relevant
PHY. When configured via the MDICNFG register to shared MDIO operation the MDC/MDIO interface of
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LAN port 0 can be shared by all ports to support connection to a multi-port PHY with a single MDC/
MDIO interface. Refer to Section 2.3.6 for a full pin description, Section 11.6.2.8 for MDIO timing
characteristics and Section 11.6.2.3 for I2C timing characteristics of this interface.

1.4.8 Software-Definable Pins (SDP) Interface
(General-Purpose 1/0)

The 1350 has four software-defined pins (SDP pins) per port that can be used for IEEE1588 auxiliary
device connections, control of the SFP optical module interface, passing thermal sensor limit indication
and other miscellaneous hardware or software-control purposes. These pins can be individually
configurable to act as either standard inputs, general-purpose interrupt (GPI) inputs or output pins. The
default direction of each pin is configurable via the EEPROM (refer to Section 6.2.21, Section 8.2.1 and
Section 8.2.3), as well as the default value of all pins configured as outputs. Information on SDP usage
can be found in Section 3.4 and Section 7.9.4. Refer to Section 2.3.5 for pin description of this
interface.

1.4.9 LEDs Interface

The 1350 implements four output drivers per port intended for driving external LED circuits. Each of the
four LED outputs can be individually configured to select the particular event, state, or activity, which is
indicated on that output. In addition, each LED can be individually configured for output polarity as well
as for blinking versus non-blinking (steady-state) indication.

The configuration for LED outputs is specified via the LEDCTL register. Furthermore, the hardware-
default configuration for all LED outputs can be specified via EEPROM fields (refer to Section 6.2.18 and
Section 6.2.20), thereby supporting LED displays configurable to a particular OEM preference.

Refer to Section 2.3.6.1 for full pin description of this interface.

Refer to Section 7.5 for more detailed description of LED behavior.

1.5 Features

Table 1-2 to Table 1-7 list the I1350's features and compares them to other LAD products .

Table 1-2 I350 Network Features

Feature I350 82580 82599 82576
Half duplex at 10/100 Mb/s operation and full duplex operation at Y v 100 Mb/s full v
all supported speeds duplex
10/100/1000 Copper PHY integrated on-chip 4 ports 4 ports N 2 ports
Jumbo frames supported Y Y Y Y
Size of jumbo frames supported 9.5 KB 9.5 KB 16 KB 9.5 KB
Flow control support: send/receive PAUSE frames and receive FIFO Y v Y v
thresholds
Statistics for management and RMON Y Y Y Y
802.1q VLAN support
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Table 1-2 I350 Network Features (Continued)
Feature I350 82580 82599 82576
802.3az EEE support Y N N N
MDI Flip Y N N/A Y
SerDes interface for external PHY connection or system
interconnect 4 ports 4 ports 2 ports 2 ports
1000BASE-KX interface for Blade Server Backplane connections Y Y Y N
802.3ap Backplane Auto-negotiation N N Y N
SGMII interface for external 1000BASE-T PHY connection 4 ports 4 ports 2 ports 2 ports
Fiber/copper auto-sense 4 ports 4 ports N/A 2 ports
SerDes support of non-Auto-Negotiation partner Y Y Y Y
SerDes signal detect Y Y N Y
External PHY control I/F Shared or per Shared or ) N
MDC/MDIO function per function Per function | Per function
2 wire I/F Per function Per function Per function | Per function
Table 1-3 I350 Host Interface Features
Feature I350 82580 82599 82576
. 2.1 (5Gbpsor | 2.0 (5Gbps | 2.0 (5 Gbps or 2.0 (2.5
PCle revision 2.5Gbps) | or 2.5 Gbps) | 2.5 Gbps) Gbps)
PClIe physical layer Gen 2 Gen 2 Gen 2 Gen 1
Bus width x1, x2, x4 x1, x2, x4 x1, x4, x8 x1, x2, x4
64-bit address support for systems using more than Y Y Y Y
4 GB of physical memory
24 Per port
Outstanding requests for Tx buffers per port 24 Per port and and for all 16 4
for all ports
ports
4 Per port
Outstanding requests for Tx descriptors per port 4 Per port and and for all 8 1
for all ports
ports
4 Per port
Outstanding requests for Rx descriptors per port 4 Per port and and for all 4 1
for all ports
ports
Credits for posted writes 4 4 8 2
Max payload size supported 512 B 512 B 512 B 512 B
Max request size supported 2 KB 2 KB 2 KB 512 B
Link layer retry buffer size 3.2 KB 3.2 KB 3.2 KB 2 KB
Vital Product Data (VPD) Y Y Y
End to End CRC (ECRC) Y Y Y N
LTR (Latency Tolerance Reporting) Y Y N N
TPH Y Y N N
CSR access via Configuration space Y Y N N
ACS (Access Control Services) Y N N N
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Table 1-4 I350 LAN Functions Features
Feature 1350 82580 82599 82576

Programmable host memory receive buffers Y Y Y Y
Descriptor ring management hardware for transmit and receive Y Y Y Y
Softyvare c_ontrollgd global reset bit (resets everything except the Y v Y v
configuration registers)

Software Definable Pins (SDP) - per port 4 4 8 4
Four SDP pins can be configured as general purpose interrupts Y Y Y Y
Wake up Y Y Y Y
Flexible wake-up filters 8 8 6 6
Flexible filters for queue assignment in normal operation 8 8 N N
IPv6 wake-up filters Y Y Y Y
fIDlJif?tLiJ(I)tn;%rt\;iguration by the EEPROM for all LEDs for pre-driver 4 LEDs 4 LEDs 4 LEDs 4 LEDs
LAN function disable capability Y Y Y Y
Programmable memory transmit buffers Y Y Y Y
Double VLAN Y Y Y Y
IEEE 1588 Y Y Y Y
Per-Packet Timestamp Y Y N N
TX rate limiting per queue N N Y Y
Table 1-5 I350 LAN Performance Features

Feature 1350 82580 82599 82576

TCP segmentation offload

Up to 2956 KB v v v v
iSCSI TCP segmentation offload (CRC) N N Y N
IPv6 support for IP/TCP and IP/UDP receive checksum offload Y Y Y Y
Fragmented UDP checksum offload for packet reassembly Y Y Y Y
Message Signaled Interrupts (MSI) Y Y Y Y
Message Signaled Interrupts (MSI-X) number of vectors 25 10 256 25
Packet_ interrupt_coalescing timers (pac_:ket timers_) and absglute- v Y v v
delay interrupt timers for both transmit and receive operation

_Interrupt throttl_ing c_ontrol to limit maximum interrupt rate and v v v v
improve CPU utilization

Rx packet split header Y Y Y Y
Receive Side Scaling (RSS) number of queues per port Up to 8 Upto8 Up to 16 Up to 16
Total number of Rx queues per port 8 8 128 16
Total number of TX queues per port 8 8 128 16
RX header replication

Low latency interrupt

'I?g:\t?rl:g:oi:terrupts Yes to all Yes to all Yes to all Yes to all
No snoop

Relax ordering

TSO interleaving for reduced latency Y Y Y Y

45




intel.

Table 1-5

Intel® Ethernet Controller 1350 — Introduction

I350 LAN Performance Features (Continued)

Feature

I350

82580

82599

82576

Receive side coalescing

N

SCTP receive and transmit checksum offload

<

<

UDP TSO

<

=<

IPSec offload

Y
Y
N

z| <| <

<

<

Table 1-6 I350 Virtualization Features

Feature

1350

82580

82599

82576

Support for Virtual Machines Device queues (VMDq) per port

8 pools (single
queue)

8 pools
(single
queue)

16/32/64
pools

8 pools

L2 MAC address filters (unicast and multicast)

32

24

128

24

L2 VLAN filters

Per pool

Per pool

64

Per pool

PCI-SIG SR-IOV

8 VF

N

16/32/64 VF

8 VF

Multicast/Broadcast Packet replication

<

Y on Receive

VM to VM Packet forwarding (Packet Loopback)

RSS replication

Traffic shaping

MAC and VLAN anti-spoofing

Malicious driver detection

Per-pool statistics

Per-pool off loads

Per-pool jumbo support

Mirroring rules

External switch VEPA support

<| a <| <| <| <| <| 2| 2| <

External switch NIV (VNTAG) support

N

z| <| &l <|<|<|<| 2| 2| 2

z| z| & <| <| <| 2| <| <| <| <

zZ| <| & <| <| <| 2| <| <| 2| <

Promiscuous modes

VLAN, unicast
multicast

Multicast

Multicast

Multicast

Table 1-7 I350 Manageability Features

Feature

I350

82580

82599

Kawela

Advanced pass-through-compatible management packet transmit/
receive support

<

<

<

<

Managed ports on SMBus interface to external BMC

Fail-over support over SMBus

Auto-ARP reply over SMBus

NC-SI Interface to an External BMC

Standard DMTF NC-SI protocol support

DMTF MCTP protocol over SMBus

NC-SI HW arbitration

OS to BMC traffic

L2 address filters

VLAN L2 filters

o N <| <| <| <| <| <|z2| &

(N Z| 22| <| <[22+

ol & 2| 2| 2| <| <| <| <™

o| v Z| <| Z| <| <| <| <]~
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Table 1-7 I350 Manageability Features (Continued)

intel.

Feature I350 82580 82599 Kawela
EtherType filters 4 4
Flex L4 port filters 8 8 16 16
Flex TCO filters 1 1 4
L3 address filters (IPv4) 4 4 4
L3 address filters (IPv6) 4 4
1 ARP Offload
per PF
Proxying 2 NS Offloads N N N
per PF
2 MLD Offloads
per PF
Table 1-8 I350 power management Features
Feature 1350 82580 82599 Kawela
Magic packet wake-up enable with unique MAC address Y Y Y Y
ACPI register set and power down functionality supporting DO and
D3 states Y Y Y Y
Full wake-up support (APM and ACPI 2.0) v v v v
Smart power down at SO no link and Sx no link v Y v v
LAN disable functionality v v v v
EEE N
DMA coalescing Y N N N

1.6 I350 Packaging Options

The I350 is available in multiple packaging options:
1. 17x17 PBGA package (2 ports and 4 ports).
2. 25x25 PBGA package

Table 1-9 lists the differences between features supported by the 17x17 and 25x25 packages.

Table 1-9 I350 17x17 and 25x25 Package Feature

Feature 17x17 Package 25x25 Package
Number of SerDes ports 2 Ports and 4 Ports SerDes and SGMII not supported.
Number of Copper ports 2 Ports and 4 Ports 2 Ports (port 0 and 1).
Integrated SVR and LVR control Supported Not supported
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1.7 Overview of Changes Compared to the
82580

The following section describes modifications done in I350 compared to the 82580.
1.7.1 Network Interface

1.7.1.1 Energy Efficient Ethernet (IEEE802.3AZ)

The I350 supports negotiation and link transition to low power Idle (LPI) state as defined in the
IEEE802.3az (EEE) standard. EEE is supported for the following technologies:

e 1000BASE-T
e 100BASE-TX

Energy Efficient Ethernet enables reduction of I350 power consumption as a function of link utilization.
In addition the I350 enables overall system power reduction as a function of link utilization by reporting
increased latency tolerance values via PCIe LTR messages when link is in Low Power Idle state. For
more information, refer to Section 3.7.7.

1.7.1.2 MDI Flip

To simplify on-board routing of MDI signals it is sometimes beneficial to be able to swap between MDI
Lanes:

e A<->D.
e B<->C.

The 1350 supports the MDI Flip option in the internal 1000BASE-T PHY. For more information. refer to
Section 8.26.1.

1.7.2 Virtualization

The virtualization feature set implemented in the I350 is equivalent to the virtualization feature set
supported by the 82576 with the following changes.

1.7.2.1 PCI SR IOV

The 1350 supports the PCI-SIG Single-Root I/O Virtualization and Sharing specification (SR-IOV) Rev
1.1.

e Support for up to 8 virtual functions (VFs).
e Partial replication of PCI configuration space.

For information, refer to Section 7.8.2.
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1.7.2.2 Promiscuous VLAN Filtering

The 1350 supports promiscuous VLAN filtering per queue. For information, refer to Section 8.14.17.

1.7.2.3 Improvements to VMDq Switching

1.7.2.3.1 Promiscuous Modes

The I350 adds support for VLAN and unicast promiscuous modes. Refer to Section 7.8.3.4 for details.

1.7.2.3.2 Microsoft NLB Mode Support

NLB is a mode defined for Microsoft* Windows Server Operating System where a unicast address
behaves as a multicast address in that it is used by multiple machines. In order to support this mode, it
should be possible to forward part of the unicast MAC addresses to the network the same way we do for
multicast addresses. In order to support this mode, the RAH.TRMCST bit is added. This bit is used to
decide if packets are forwarded to the network even if they are forwarded to local addresses. Refer to
Section 7.8.3.4 for details.

1.7.2.4 Number of Exact Match Filters

The number of RAH/RAL registers was expanded to 32.

1.7.2.5 Support for 2K Header Buffer

The 1350 supports Rx header buffers of up to 2Kbytes as opposed to 960 bytes in previous products.
Refer to Section 7.1.3.1 for details.

1.7.2.6 Support for Port Based VLAN

Previous products support port based VLAN by enabling enforcement of the VLAN insertion policy via
hardware. To complete this capability, the I350 improves removal of the VLAN tag from received
packet, so that the receiving VM is not aware of the VLAN network it belongs to. Refer to

Section 7.8.3.8.1 for details.

1.7.2.7 Header Split on L2 Header

Added support for Header Split on L2 header using bit PSRTYPE.PSR_typeO.

1.7.2.8 Updated Pool Decision Algorithm

The I350 includes an improved Pool decision queuing algorithm. Refer to Section 7.8.3 for details.

1.7.2.9 Statistics

A counter to count dropped packet per Tx queue (TQDPC) was added.
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1.7.3 HOST Interface

1.7.3.1 MSI-X Support

The number of MSI-X vectors supported per function by the 1350 changed to 25. When not working in
an SR-IOV environment, the number of MSI-X vectors allocated to the PF (Physical function) is 10.
When working in a SR-IOV environment, the number of MSI-X vectors per port allocated to the VFs
(Virtual Functions) is 24 (3 vectors per VF) and an additional MSI-X vector is allocated to the PF. For
further information, refer to Section 7.3.

1.7.3.2 ID-Based Ordering

ID-Based Ordering provides opportunity-independent-request-streams to bypass another congested
stream, yielding a performance improvement. The new ordering attribute relaxes ordering
requirements between unrelated traffic by comparing the Requester/Completer IDs of the associated
TLPs. The I350 supports the new ordering ID-Based Ordering (IDO) attribute bit in the TLP header and
the relevant configuration bits. For information, refer to Section 9.5.6.12.

1.7.3.3 Alternative Routing-ID Interpretation (ARI)

To allow more than eight functions per end point without requesting an internal switch, as usually
needed in virtualization scenarios, the 1350 supports the PCI-SIG defined ARI capability structure.This
capability enables interpretation of the Device and Function fields as a single identification of a function
within the bus. In addition, a new structure used to support the IOV capabilities reporting and control is
defined. For further information, refer to Section 9.6.3.

Note: Since the OS will sometimes decide on ARI and other PCle feature support based on the
functionality reported in function 0, ARI support and IOV capabilities are reported also when a
function is disabled and replaced by a dummy function.

1.7.3.4 Link State Related Latency Tolerance Reporting (LTR)

The 1350 supports report of increased Latency Tolerance values as a function of Link state. When link is
in EEE Low Power Idle state, the I350 will send an updated PCle LTR message with increased latency
tolerance values. For information, refer to Section 5.9 and Section 9.6.6.

1.7.3.5 Access Control Services (ACS)

The 1350 supports ACS Extended Capability structures on all functions. The 1350 reports no support for
the various ACS capabilities in the ACS Extended Capability structure. For information, refer to
Section 9.6.7.

1.7.3.6 ASPM Optionality Compliance Capability

A new capability bit, ASPM (Active State Power Management) Optionality Compliance bit has been
added to the 1350. Software is permitted to use the bit to help determine whether to enable ASPM or
whether to run ASPM compliance tests. New bit indicates that the I350 can optionally support entry to
LOs. For information, refer to Section 9.5.6.7.
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1.7.4 Manageability

1.7.4.1 Auto-ARP Reply on SMBus

The 1350 can be programmed for auto-ARP reply on reception of ARP request packets and supports
sending of gratuitous ARP packets to reduce the traffic over the SMBus BMC interconnect. For
information, refer to Section 10.5.4.

1.7.4.2 NC-SI Commands.

Support for the NC-SI Get Controller Packet Statistics command and additional OS to BMC and BMC to
0OS OEM commands were added in the 1350.

Support for filtering related NC-SI commands and NC-SI flow control were also added. Refer to
Section 10.6.2 for supported NC-SI commands.

1.7.4.2.1 NC-SI Hardware Arbitration

The I350 supports NC-SI HW arbitration between different Network Controller packages.

1.7.4.3 OS to BMC Traffic

In previous network controller chips traffic from OS to BMC or BMC to OS needed to pass through an
external switch if a dedicated port was allocated for manageability or through a dedicated interface
such as an IPMI KCS interface. The 1350 supports transmission and reception of traffic internally via the
regular pass-through interface used to communicate between the OS and local BMC, without need to
utilize a dedicated interface or pass the traffic through an external switch. For information, refer to
Section 10.4.

1.7.4.4 DMTF MCTP Protocol Over SMBus

The I350 enables reporting and controlling all information exposed in a LOM device via NC-SI using the
MCTP protocol over SMBus. The MCTP interface will be used by the BMC to only control the NIC and not
for pass through traffic. All network ports are mapped to a single MCTP endpoint on SMBus. For
information, refer to Section 10.7.

1.7.4.5 Proxying

When system is in low power S3 or S4 state and the 1350 is in D3 low power state, the 1350 supports
Host Protocol Offload as required for Win7 compliance of the following protocols:

1. IPv4 ARP - Single IPv4 address.
2. IPv6 Neighbor Solicitation (NS) - Four IPv6 addresses.

3. When NS protocol offload is enabled IPv6 Multicast Listener Discovery (MLD) - Two MLD Multicast-
Address-Specific Queries and also supports response to MLD General Queries.

For further information, refer to Section 5.7.
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1.7.5 EEPROM Structures

Management related EEPROM structures and other EEPROM words were updated. For further
information see Chapter 6.

1.7.6 Recovery from Memory Error

The I350 supports recovery from memory error using per port software reset and does not require
initiation of a full device reset to recover from a memory error condition. The 1350 includes ECC
protection on memories to verify data integrity. For further information see Section 7.6.

1.7.7 BOM Cost Reduction

1.7.7.1 On-Chip 1.8V LVR Control

The I350 includes an on-chip Linear Voltage regulator (LVR) control circuit. Together with an external
low cost BIT transistor, circuit can be used to generate a 1.8V power supply without need for a higher
cost on-board 1.8V voltage regulator (refer to Section 3.5).

1.7.7.2 On-Chip 1.0V SVR Control

The I350 includes an on-chip Switched Voltage Regulator (SVR) control circuit. Together with external
matched P/N MOS power transistors and a LC filter the SVR can be used to generate a 1.0V power
supply without need for a higher cost on-board 1.0V voltage regulator (refer to Section 3.5).

1.7.7.3 Thermal Sensor

The I350 implements autonomous on-die thermal management to monitor on-die temperature and
react when the temperature exceeds a pre-defined threshold. Thermal management policies and
thresholds are loaded from the EEPROM for flexibility. The I350 provides an interface to external
devices to read its status through the management sideband interfaces.

Using the on die Thermal Sensor the 1350 can be programmed to indicate that device temperature has
passed one of 3 thermal trip points by:

e Asserting a SDP pin.

e Sending an interrupt.

e Issuing an Alert to the external BMC.

In addition the 1350 can be programmed to reduce link speed if one of the Thermal Trip points has been
passed. For further information, refer to Chapter 3.
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1.8

1.8.1

Device Data Flows

Transmit Data Flow

Table 1-10 provides a high level description of all data/control transformation steps needed for sending
Ethernet packets to the line.

Table 1-10 Transmit Data Flow
Step Description
1 The host creates a descriptor ring and configures one of I1350's transmit queues with the address location, length,
head and tail pointers of the ring (one of 8 available Tx queues).
> The host is requested by the TCP/IP stack to transmit a packet, it gets the packet data within one or more data
buffers.
The host initializes descriptor(s) that point to the data buffer(s) and have additional control parameters that
3 describe the needed hardware functionality. The host places that descriptor in the correct location at the
appropriate Tx ring.
4 The host updates the appropriate queue tail pointer (TDT)
5 The I350's DMA senses a change of a specific TDT and as a result sends a PCle request to fetch the descriptor(s)
from host memory.
6 The descriptor(s) content is received in a PCle read completion and is written to the appropriate location in the
descriptor queue internal cache.
7 The DMA fetches the next descriptor from the internal cache and processes its content. As a result, the DMA sends
PCIe requests to fetch the packet data from system memory.
The packet data is received from PCIe completions and passes through the transmit DMA that performs all
8 programmed data manipulations (various CPU off loading tasks as checksum off load, TSO off load, etc.) on the
packet data on the fly.
9 While the packet is passing through the DMA, it is stored into the transmit FIFO. After the entire packet is stored in
the transmit FIFO, it is forwarded to the transmit switch module.
10 If the packet destination is also local, it is sent also to the local switch memory and join the receive path.
11 The transmit switch arbitrates between host and management packets and eventually forwards the packet to the
MAC.
12 The MAC appends the L2 CRC to the packet and sends the packet to the line using a pre-configured interface.
13 When all the PCIe completions for a given packet are done, the DMA updates the appropriate descriptor(s).
14 After enough descriptors are gathered for write back or the interrupt moderation timer expires, the descriptors are
written back to host memory using PCIe posted writes. Alternatively, the head pointer can only be written back.
15 After the interrupt moderation timer expires, an interrupt is generated to notify the host device driver that the

specific packet has been read to the I350 and the driver can release the buffers.
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1.8.2
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Receive Data Flow

Table 1-11 provides a high level description of all data/control transformation steps needed for
receiving Ethernet packets.

Table 1-11

Receive Data Flow

Step

Description

The host creates a descriptor ring and configures one of the I350's receive queues with the address location,
length, head, and tail pointers of the ring (one of 8 available Rx queues).

The host initializes descriptors that point to empty data buffers. The host places these descriptors in the correct

2 location at the appropriate Rx ring.

3 The host updates the appropriate queue tail pointer (RDT).

4 The I350's DMA senses a change of a specific RDT and as a result sends a PClIe request to fetch the descriptors
from host memory.

5 The descriptors content is received in a PCle read completion and is written to the appropriate location in the
descriptor queue internal cache.

6 A packet enters the Rx MAC. The RX MAC checks the CRC of the packet.

7 The MAC forwards the packet to an Rx filter

8 If the packet matches the pre-programmed criteria of the Rx filtering, it is forwarded to the Rx FIFO. VLAN and
CRC are optionally stripped from the packet and L3/L4 checksum are checked and the destination queue is fixed.

9 The receive DMA fetches the next descriptor from the internal cache of the appropriate queue to be used for the
next received packet.
After the entire packet is placed into the Rx FIFO, the receive DMA posts the packet data to the location indicated

10 by the descriptor through the PCle interface. If the packet size is greater than the buffer size, more descriptors are
fetched and their buffers are used for the received packet.

11 When the packet is placed into host memory, the receive DMA updates all the descriptor(s) that were used by
packet data.
After enough descriptors are gathered for write back or the interrupt moderation timer expires or the packet

12 requires immediate forwarding, the receive DMA writes back the descriptor content along with status bits that
indicate the packet information including what off loads were done on that packet.

13 After the interrupt moderation timer completes or an immediate packet is received, the 1350 initiates an interrupt
to the host to indicate that a new received packet is already in host memory.

14 Host reads the packet data and sends it to the TCP/IP stack for further processing. The host releases the

associated buffers and descriptors once they are no longer in use.
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Pin Interface

2.1

Signal Type Notation

Table 2-1 defines 1350 signal types.

Table 2-1 Signal Type Definition

Type Description DC specification
In LVTTL input-only signal. See section 11.6.1.1
Out LVTTL Output active driver. See section 11.6.1.1 and Section 11.6.1.2
T/S LVTTL bi-directional, tri-state input/output pin. See section 11.6.1.1
o Open bran shows multiple devicesto share Ine | ee section 11.6.1.3
NC-SI-in NC-SI compliant input signal See section 11.6.1.4
NC-SI-out NC-SI compliant output signal See section 11.6.1.4
A Analog signals See section 11.6.3 and Section 11.6.4
A-in Analog input signals See section 11.6.3 and Section 11.6.4
A-out Analog output signals See section 11.6.3 and Section 11.6.4
B Input bias See section 11.6.6 and Section 11.6.7
PS Power Supply

2.2

17x17 PBGA Package Pin Assignment

The I350 is packaged in a 17x17 PBGA package with 1.0 mm ball pitch.

2.2.1

PCle

The AC specification for these pins is described in Section 11.6.2.10.

Table 2-2 PCIe Pins
Symbol Ball # Type Name and Function
PCle Differential Reference Clock in: A 100MHz
PE_CLK_p Al6 differential clock input. This clock is used as the
PE_CLK_ ALS A-in reference clock for the PCle Tx/Rx circuitry and by the
LN PCIe core PLL to generate clocks for the PCle core
logic.
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Table 2-2 PCIe Pins (Continued)

Symbol Ball # Type Name and Function
PET_O_p Al2 A-out PCle Serial Data output Lane 0: A serial differential
PET_O0_n B12 output pair running at a bit rate of 2.5Gb/s or 5Gb/s.
PET_1_p All A-out PCle Serial Data output Lane 1: A serial differential
PET_1_n B11 output pair running at a bit rate of 2.5Gb/s or 5Gb/s.
PET_2_p A6 A-out PClIe Serial Data output Lane 2: A serial differential
PET_2_n B6 output pair running at a bit rate of 2.5 Gb/s or 5Gb/s.
PET_3_p A5 A-out PClIe Serial Data output Lane 3: A serial differential
PET_3_n B5 output pair running at a bit rate of 2.5Gb/s or 5Gb/s.
PER_O_p Al4 A-in PCIe Serial Data input Lane 0: A Serial differential
PER_O0_n B14 input pair running at a bit rate of 2.5Gb/s or 5Gb/s.
PER_1_p A9 Asin PCle Serial Data input Lane 1: A Serial differential
PER_1_n B9 input pair running at a bit rate of 2.5Gb/s or 5Gb/s.
PER_2_p A8 A-in PCle Serial Data input Lane 2: A Serial differential
PER 2 n B8 input pair running at a bit rate of 2.5Gb/s or 5Gb/s.
PER_3_p A3 A-in PCle Serial Data input Lane 3: A Serial differential
PER_3 n B3 input pair running at a bit rate of 2.5Gb/s or 5Gb/s.
WAKE#: Active low signal pulled to ‘0’ to indicate that a
Power Management Event (PME) is pending and the PCI
PE_WAKE_N D16 0/D Express link should be restored. Defined in the PCI
Express CEM specification.
PERST#: Active low PCI Express fundamental reset
input. When pulled to ‘0’ resets chip and when de-
asserted (set to '1’) indicates that power and PCI
PE_RST_N B1 in Express reference clock are within specified values.
Defined in the PCI Express specification.
On exit from reset all registers and state machines are
set to their initialization values.
PE_TXVTERML €6 Should b ted to 1.8V ly f
r ould be connected to 1.8V power supply for
PE_TXVTERM3 (e°] A-in termination
PE_TXVTERM4 C11
PE_TRIM1 A2 A PCIe Trimming
PE_TRIM2 Al A 1.5KQ 1% resistor connected between these pins.

2.2.2 Flash and EEPROM Ports

The AC specification for these pins is described in Section 11.6.2.4 to Section 11.6.2.5.

Table 2-3 Flash and EEPROM Ports Pins

Symbol Ball # Type Name and Function
FLSH_SI B15 T/S Serial Data output to the Flash
FLSH_SO C15 In Serial Data input from the Flash
FLSH_SCK B16 T/S Flash serial clock Operates at 15.625MHz.
FLSH_CE_N Cl6 T/S Flash chip select Output
EE_DI E15 T/S Data output to EEPROM
EE_DO F15 In Data input from EEPROM
EE_SK E16 T/S EEPROM serial clock output Operates at ~2 MHz.
EE_CS_N F16 T/S EEPROM chip select Output
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2.2.3
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System Management Bus (SMB) Interface

The AC specification for these pins is described in Section 11.6.2.2.

Table 2-4 SMB Interface Pins
Symbol Ball # Type Name and Function
63 |7 o | 5B Dete, Statle durng the hgh perod o the dock
SMBCLK ES /s, 0/D tsrl\a:lr?sg(r)rcekd.one clock pulse is generated for each data bit
SMBALRT_N G4 /s, 0/D gmg Alert: acts as an Interrupt pin of a slave device on the
2.2.4 NC-SI Interface Pins

The AC specification for these pins is described in Section 11.6.2.6.

Table 2-5 NC-SI Interface Pins
Symbol Ball # Type Name and Function

NC-SI Reference Clock Input - Synchronous clock
reference for receive, transmit and control interface. It is a

NCSI_CLK_IN H1 NC-SI-In 50MHz clock +/- 100 ppm.
Note: When the 1350 drives the NC-SI clock NCSI_CLK_IN
should be connected to NCSI_CLK_OUT pin on-board.
NC-SI Reference Clock Output — Synchronous clock
reference for receive, transmit and control interface. It is a

NCSI_CLK_ouT H2 NC-SI-Out 50MHz clock +/- 100 ppm. Serves as a clock source to the
BMC and the I350 (when configured so).

NCSI_CRS_DV H3 NC-SI-Out | CRS/DV - Carrier Sense / Receive Data Valid.

NCSI_RXD_1 J1 ) .

NCSI_RXD_0 Ha NC-SI-Out | Receive data signals from the 1350 to BMC.

NCSI_TX_EN ]2 NC-SI-In Transmit Enable.

NCSI_TXD_1 Ja . .

NCSI_TXD_0 13 NC-SI-In Transmit data signals from BMC to the I350.

NCSI_ARB_IN C13 NC-SI-In NC-SI HW arbitration token output pin

NCSI_ARB_OUT D12 NC-SI-Out NC-SI HW arbitration token input pin
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2.2.5

The AC specification for the XTAL pins is described in Section

Miscellaneous Pins

Intel® Ethernet Controller 1350 — Pin Interface

11.6.5.

Table 2-6 Miscellaneous Pins
Symbol Ball # Type Name and Function

SW Defined Pins for port 0: These pins are reserved

pins that are software programmable write/read

input/output capability. These default to inputs
upon power up, but may have their direction and
output values defined in the EEPROM. The SDP bits
may be mapped to the General Purpose Interrupt
bits when configured as inputs.

1. The SDPO_O pin can be used as a watchdog
output indication.

SDP0_0 K1 2. The SDPO_0 and SDP1_0 pins can be used to

SDPO_1 K2 /s define the NC-SI Package ID (refer to

SDPO_2 K3 Section 10.2.2.2).

SDPO_3 K4 3.  All the SDP pins can be used as SFP sideband
signals (TxDisable, present and TxFault). The
1350 does not use these signals; it is available
for SW control over SFP.

4. The SDPO_1 pin can be used as a strapping
option to disable PCIe Function 0. In this case
it is latched at the rising edge of PE_RST# or
In-Band PCle Reset (refer to Section 4.4.4).

SW Defined Pins for port 1: Reserved pins that are

software programmable write/read input/output

capability. These default to inputs upon power up,
but may have their direction and output values
defined in the EEPROM. The SDP bits may be
mapped to the General Purpose Interrupt bits when
configured as inputs.

1. The SDP1_0 pin can be used as a watchdog

SDP1_0 L1 output indication.

SDP1_1 L2 /s 2. The SDP0O_0 and SDP1_0 pins can be used to
SDP1_2 L3 define the NC-SI Package ID (refer to
SDP1_3 L4 Section 10.2.2.2).

3. All the SDP pins can be used as SFP sideband
signals (TxDisable, present and TxFault). The
1350 does not use these signals; it is available
for SW control over SFP.

4. The SDP1_1 pin can be used as a strapping
option to disable PCIe Function 1. In this case
it is latched at the rising edge of PE_RST# or
In-Band PCle Reset (refer to Section 4.4.4).

SW Defined Pins for port 2: These pins are reserved

pins that are software programmable write/read

input/output capability. These default to inputs
upon power up, but may have their direction and
output values defined in the EEPROM. The SDP bits
may be mapped to the General Purpose Interrupt
SDP2_0 M1 I:1)|ts vilrf;enscg;;lggre.d as mty::uts. ) end
. e _0 pin can be used as a watchdog
SDbP2_1 M2 T/S output indication.
Sbp2_2 M3 2. All the SDP pins can be used as SFP sideband
SDP2_3 M4 signals (TxDisable, present and TxFault). The
1350 does not use these signals; it is available
for SW control over SFP.

3. The SDP2_1 pin can be used as a strapping
option to disable PCIe Function 2. In this case
it is latched at the rising edge of PE_RST# or
In-Band PCle Reset (refer to Section 4.4.4).
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Table 2-6 Miscellaneous Pins (Continued)
Symbol Ball # Type Name and Function

SW Defined Pins for port 3: These pins are reserved
pins that are software programmable write/read
input/output capability. These default to inputs
upon power up, but may have their direction and
output values defined in the EEPROM. The SDP bits
may be mapped to the General Purpose Interrupt

SDP3_0 N1 t;lts vs_/rienscssgggre.d as mt;))uts. ) en

. e _0 pin can be used as a watchdog

SDP3_1 N2 T/S output indication.

SDP3_2 N3 2. All the SDP pins can be used as SFP sideband

SDP3_3 N4 signals (TxDisable, present and TxFault). The

1350 does not use these signals; it is available
for SW control over SFP.

3. The SDP3_1 pin can be used as a strapping
option to disable PCIe Function 3. In this case
it is latched at the rising edge of PE_RST# or
In-Band PCle Reset (refer to Section 4.4.4).

LAN Power Good: A 3.3v input signal. A transition
from low to high initializes the device into
LAN_PWR_GOOD D4 In operation. If the internal Power-on-Reset circuit is
used to trigger device power-up, this signal should
be connected to VCC3P3.

Main Power OK - Indicates that platform main
MAIN_PWR_OK B2 In power is up. Must be connected externally to main
core 3.3V power.

Device Off: Assertion of DEV_OFF_N puts the
device in Device Disable mode. This pin is
asynchronous and is sampled once the EEPROM is

DEV_OFF_N ca In ready to be read following power-up. The
DEV_OFF_N pin should always be connected to
VCC3P3 to enable device operation.
XTAL1 P1 A-In Reference Clock / XTAL: These pins_ may be driven
by an external 25MHz crystal or driven by a single
XTAL2 P2 A-out ended external CMOS compliant 25MHz oscillator.
_ Thermal Diode output; Can be used to measure the
TSENSP R2 A-out 1350 on-die temperature.
TSENSZ T1 GND Thermal Diode Ground.

2.2.6 SERDES/SGMII Pins

The AC specification for these pins is described in Section 11.6.3.

Table 2-7 SERDES/SGMII Pins

Symbol Ball # Type Name and Function

SERDES/SGMII Serial Data input Port 0: Differential
SERDES Receive interface.

SERO_p P16 . A ) o i )
SERO n P15 A-in A Serial differential input pair running at 1.25Gb/s.
- An embedded clock present in this input is recovered

along with the data.
SERDES/SGMII Serial Data output Port 0: Differential
SERDES Transmit interface.

SETO_p R16 A-out A serial differential output pair running at 1.25Gb/s.

SETO_n R15 This output carries both data and an embedded

1.25GHz clock that is recovered along with data at
the receiving end.
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Table 2-7

SERDES/SGMII Pins

(Continued)

Intel® Ethernet Controller 1350 — Pin Interface

Symbol

Ball #

Type

Name and Function

SRDS_0_SIG_DET

N13

In

Port 0 Signal Detect: Indicates that signal (light) is
detected from the Fiber. High for signal detect, Low
otherwise.

Polarity of Signal Detect pin is controlled by
CTRL.ILOS bit.

For non-fiber serdes applications link indication is
internal, CONNSW.ENRGSRC bit should be 0b and pin
should be connected to a pull-up resistor.

SER1_p
SER1_n

M16
M15

A-in

SERDES/SGMII Serial Data input Port 1: Differential
fiber SERDES Receive interface.

A Serial differential input pair running at 1.25Gb/s.
An embedded clock present in this input is recovered
along with the data.

SET1_p
SET1_n

N16
N15

A-out

SERDES/SGMII Serial Data output Port 1: Differential
fiber SERDES Transmit interface.

A serial differential output pair running at 1.25Gb/s.
This output carries both data and an embedded
1.25GHz clock that is recovered along with data at
the receiving end.

SRDS_1_SIG_DET

P14

In

Port 1 Signal Detect: Indicates that signal (light) is
detected from the fiber. High for signal detect, Low
otherwise.

Polarity of Signal Detect pin is controlled by
CTRL.ILOS bit.

For non-fiber serdes applications link indication is
internal, CONNSW.ENRGSRC bit should be 0b and pin
should be connected to a pull-up resistor.

SER2_p
SER2_n

K16
K15

A-in

SERDES/SGMII Serial Data input Port 2: Differential
SERDES Receive interface.

A Serial differential input pair running at 1.25Gb/s.
An embedded clock present in this input is recovered
along with the data.

SET2_p
SET2_n

L16
L15

A-out

SERDES/SGMII Serial Data output Port 2: Differential
SERDES Transmit interface.

A serial differential output pair running at 1.25Gb/s.
This output carries both data and an embedded
1.25GHz clock that is recovered along with data at
the receiving end.

SRDS_2_SIG_DET

T15

In

Port 2 Signal Detect: Indicates that signal (light) is
detected from the Fiber. High for signal detect, Low
otherwise.

Polarity of Signal Detect pin is controlled by
CTRL.ILOS bit.

For non-fiber serdes applications link indication is
internal, CONNSW.ENRGSRC bit should be 0Ob and pin
should be connected to a pull-up resistor.

SER3_p
SER3_n

H16
H15

A-in

SERDES/SGMII Serial Data input Port 3: Differential
SERDES Receive interface.

A Serial differential input pair running at 1.25Gb/s.
An embedded clock present in this input is recovered
along with the data.

SET3_p
SET3_n

J16
J15

A-out

SERDES/SGMII Serial Data output Port 3: Differential
SERDES Transmit interface.

A serial differential output pair running at 1.25Gb/s.
This output carries both data and an embedded
1.25GHz clock that is recovered along with data at
the receiving end.
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Table 2-7 SERDES/SGMII Pins (Continued)
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Symbol Ball # Type

Name and Function

SRDS_3_SIG_DET T16 In

Port 3 Signal Detect: Indicates that signal (light) is
detected from the Fiber. High for signal detect, Low
otherwise.

Polarity of Signal Detect pin is controlled by
CTRL.ILOS bit.

For non-fiber serdes applications link indication is
internal, CONNSW.ENRGSRC bit should be 0b and pin
should be connected to a pull-up resistor.

SE_RSET K13 B

SerDes Bias

Connect 2.37KQ 1% resistor between pin and
ground.

2.2.7 SFP Pins

The AC specification for these pins is described in Section 11.6.2.9.

Table 2-8 SFP Pins

Symbol Ball # Type Name and Function

Port 0 SFP 2 wire interface clock - connects to
SFPO_I2C_CLK M13 Out, O/D Mod-Def1 input of SFP (O/D). Can also be used

as MDC pin (Out).

Port 0 SFP 2 wire interface data - connects to
SFPO_I2C_DATA J13 T/S, O/D Mod-Def2 pin of SFP (O/D). Can also be used as

MDIO pin (T/S).

Port 1 SFP 2 wire interface clock — connects to
SFP1_I2C_CLK M14 Out, O/D Mod-Def1 input of SFP (O/D). Can also be used

as MDC pin (Out).

Port 1 SFP 2 wire interface data — connects to
SFP1_I2C_DATA N14 T/S, O/D Mod-Def2 pin of SFP (O/D). Can also be used as

MDIO pin (T/S).

Port 2 SFP 2 wire interface clock — connects to
SFP2_I2C_CLK J14 Out, O/D Mod-Def1 input of SFP (O/D). Can also be used

as MDC pin (Out).

Port 2 SFP 2 wire interface data — connects to
SFP2_I2C_DATA H13 T/S, O/D Mod-Def2 pin of SFP (O/D). Can also be used as

MDIO pin (T/S).

Port 3 SFP 2 wire interface clock - connects to
SFP3_I2C_CLK H14 Out, O/D Mod-Def1 input of SFP (O/D). Can also be used

as MDC pin (Out).

Port 3 SFP 2 wire interface data - connects to
SFP3_I2C_DATA G16 T/S, O/D Mod-Def2 pin of SFP (O/D). Can also be used as

MDIO pin (T/S).
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2.2.8 PHY Pins

2.2.8.1 LED’s

Intel® Ethernet Controller 1350 — Pin Interface

The table below describes the functionality of the LED output pins. Default activity of the LED may be
modified in the EEPROM word offsets 1Ch and 1Fh from start of relevant LAN Port section. The LED
functionality is reflected and can be further modified in the configuration registers LEDCTL.

Table 2-9 LED Output Pins

Symbol

Ball #

Type

Name and Function

LEDO_O

C1

Out

Port 0 LEDO. Programmable LED which indicates by default
Link Up.

Note: Pin is active low by default, can be programmed via
EEPROM (refer to Section 6.2.20) or LEDCTL register
(refer to Section 8.2.9).

LEDO_1

Cc2

Out

Port 0 LED1. Programmable LED which indicates by default
activity (when packets are transmitted or received that match
MAC filtering).

Note: Pin is active low by default, can be programmed via
EEPROM (refer to Section 6.2.18) or LEDCTL register
(refer to Section 8.2.9).

LEDO_2

C3

Out

Port 0 LED2. Programmable LED which indicates by default a
100Mbps Link.

Note: Pin is active low by default, can be programmed via
EEPROM (refer to Section 6.2.20) or LEDCTL register
(refer to Section 8.2.9).

LEDO_3

E4

Out

Port 0 LED3. Programmable LED which indicates by default a
1000Mbps Link.

Note: Pin is active low by default, can be programmed via
EEPROM (refer to Section 6.2.18) or LEDCTL register
(refer to Section 8.2.9).

LED1_0

D1

Out

Port 1 LEDO. Programmable LED which indicates by default

Link up.

Note: Pin is active low by default, can be programmed via
EEPROM (refer to Section 6.2.20) or LEDCTL register
(refer to Section 8.2.9).

LED1_1

D2

Out

Port 1 LED1. Programmable LED which indicates by default
activity (when packets are transmitted or received that match
MAC filtering).

Note: Pin is active low by default, can be programmed via
EEPROM (refer to Section 6.2.18) or LEDCTL register
(refer to Section 8.2.9).

LED1_2

D3

Out

Port 1 LED2. Programmable LED which indicates by default a
100Mbps Link.

Note: Pin is active low by default, can be programmed via
EEPROM (refer to Section 6.2.20) or LEDCTL register
(refer to Section 8.2.9).

LED1_3

F4

Out

Port 1 LED3. Programmable LED which indicates by default a
1000Mbps Link.

Note: Pin is active low by default, can be programmed via
EEPROM (refer to Section 6.2.18) or LEDCTL register
(refer to Section 8.2.9).

LED2_0

E1l

Out

Port 2 LEDO. Programmable LED which indicates by default
Link up.
Note: Pin is active low by default, can be programmed via

EEPROM (refer to Section 6.2.20) or LEDCTL register
(refer to Section 8.2.9).
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Table 2-9 LED Output Pins (Continued)

Symbol Ball # Type

Name and Function

LED2_1 E2 Out

Port 2 LED1. Programmable LED which indicates by default
activity (when packets are transmitted or received that match
MAC filtering).

Note: Pin is active low by default, can be programmed via

EEPROM (refer to Section 6.2.18) or LEDCTL register
(refer to Section 8.2.9).

LED2_2 E3 Out

Port 2 LED2. Programmable LED which indicates by default a
100Mbps Link.

Note: Pin is active low by default, can be programmed via

EEPROM (refer to Section 6.2.20) or LEDCTL register
(refer to Section 8.2.9).

LED2_3 G2 Out

Port 2 LED3. Programmable LED which indicates by default a
1000Mbps Link.

Note: Pin is active low by default, can be programmed via

EEPROM (refer to Section 6.2.18) or LEDCTL register
(refer to Section 8.2.9).

LED3_0 F1 Out

Port 3 LEDO. Programmable LED which indicates by default
Link up.
Note: Pin is active low by default, can be programmed via

EEPROM (refer to Section 6.2.20) or LEDCTL register

(refer to Section 8.2.9).

LED3_1 F2 Out

Port 3 LED1. Programmable LED which indicates by default
activity (when packets are transmitted or received that match
MAC filtering).

Note: Pin is active low by default, can be programmed via
EEPROM (refer to Section 6.2.18) or LEDCTL register
(refer to Section 8.2.9).

LED3_2 F3 Out

Port 3 LED2. Programmable LED which indicates by default a
100Mbps Link.

Note: Pin is active low by default, can be programmed via
EEPROM (refer to Section 6.2.20) or LEDCTL register
(refer to Section 8.2.9).

LED3_3 G1 Out

Port 3 LED3. Programmable LED which indicates by default a
1000Mbps Link.

Note: Pin is active low by default, can be programmed via
EEPROM (refer to Section 6.2.18) or LEDCTL register
(refer to Section 8.2.9).

2.2.8.2 PHY Analog Pins

The AC specification for these pins is described in Section 11.6.4.

Table 2-10 Analog Pins
Symbol Ball # Type Name and Function
MDIO_0_p T3 Media Dependent Interface[0] for port O, port 1, Port 2 and
MDIO_O_n R3 port 3 accordingly:
1000BASE-T: In MDI configuration, MDI[0]+/- corresponds to
MDI1_0_p T6 BI_DA+/- and in MDIX configuration MDI[0]+/- corresponds
MDI1_0_n R6 to BI_DB+/-.
100BASE-TX: In MDI configuration, MDI[0]+/- is used for the
A transmit pair and in MDIX configuration MDI[0]+/- is used for
MDI2_0_p T the receive pair.
MDI2_0_n R9 10BASE-T: In MDI configuration, MDI[0]+/- is used for the
transmit pair and in MDIX configuration MDI[0]+/- is used for
MDI3_0_p T12 the receive pair.
MDI3_0_n R12 Note: When IPCNFG.MDI_Flip register bit is set to 1b
MDI[0]+/- and MDI[3]+/- are swapped.
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Table 2-10 Analog Pins (Continued)
Symbol Ball # Type Name and Function
MDIO_1_p P4 Media Dependent Interface[1] for port O, port 1, port 2 and
MDIO_1_n P5 port 3 accordingly:
1000BASE-T: In MDI configuration, MDI[1]+/- corresponds to
MDI1_1_p P6 BI_DB+/- and in MDIX configuration MDI[1]+/- corresponds
to BI_DA+/-.
MDI1_1_n P7
100BASE-TX: In MDI configuration, MDI[1]+/- is used for the
A receive pair and in MDIX configuration MDI[1]+/- is used for
MDI2_1 p T10 the transmit pair.
MDI2_1 n R10 10BASE-T: In MDI configuration, MDI[1]+/- is used for the
receive pair and in MDIX configuration MDI[1]+/- is used for
MDI3_1_p T13 the transmit pair.
MDI3_1_n R13 Note: When IPCNFG.MDI_Flip register bit is set to 1b
MDI[1]+/- and MDI[2]+/- are swapped.
MDIO_2_p T4
MDIO_2_n R4
Media Dependent Interface[2] for port O, port 1 port 2 and
MDI1_ 2 p T7 port 3:
MDIL 2 n R7 1000BASE-T: In MDI configuration, MDI[2]+/- corresponds to
- BI_DC+/- and in MDIX configuration MDI[2]+/- corresponds
A to BI_DD+/-.
MDI2_2_p Ti1 100BASE-TX: Unused.
MDI2_2_n R11 10BASE-T: Unused.
Note: When IPCNFG.MDI_Flip register bit is set to 1b
MDI3_2_p T14 MDI[1]+/- and MDI[2]+/- are swapped.
MDI3_2_n R14
MDIO_3_p T5
MDIO_3_n R> Media Dependent Interface[3] for port O, port 1, port 2 and
port 3:
MDI1_3_p T8 1000BASE-T: In MDI configuration, MDI[3]+/- corresponds to
MDI1_3_n R8 BI_DD+/- and in MDIX configuration MDI[3]+/- corresponds
to BI_DC+/-.
MDI2_3 p P9 A 100BASE-TX: Unused.
MDI2 3 n P10 10BASE-T: Unused.
Note: When IPCNFG.MDI_Flip register bit is set to 1b
MDI3_3_p P12 MDI[0]+/- and MDI[3]+/- are swapped.
MDI3_3_n P13
PHY Bias
E_REXT3K T2 B
GE- 3 Connect 3.01KQ 1% resistor between this pin and ground.
Transmit 125MHz clock for IEEE testing. Shared for the 4
RSVD_TX_TCLK R1 Out ports.
Not connected in normal operation
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2.2.9

Voltage Regulator Pins

The electrical specifications for the SVR and LVR is described in Section 11.6.9.

Table 2-11 Voltage Regulator Pins
Symbol Ball # Type Name and Function
LVR 1.8V and SVR 1.0V enable
In case pin is driven low or left floating it indicates that
VR_EN G14 T/S Internal 1.8V LVR Control circuit and internal 1.0V SVR
Control circuit are disabled and the 1.0V and 1.8V power
supplies are driven externally.
Internal 1.0V SVR PFET gate drive Driver output for high-side
switch
SVR_HDRV C5 A-out Connected to external PFET power transistor.
Note: When 1.0V SVR is disabled and the 1350 is placed in
a 82580 socket, ball is unconnected.
Internal 1.0V SVR NFET gate drive Driver output for low-side
switch
SVR_LDRV D5 A-out Connected to external NFET power transistor.
Note: When 1.0V SVR is disabled and the 1350 is placed in
a 82580 socket, ball is unconnected.
Internal 1.0V SVR Control Voltage switch sense input.
SVR_SW G7 A-In Note: When 1.0V SVR is disabled and the 1350 is placed in
a 82580 socket, ball is connected to VSS,
Internal 1.0V SVR Control Feedback input.
SVR_FB G5 A-In Note: When 1.0V SVR is disabled and the 1350 is placed in
a 82580 socket, ball is connected to VSS.
Internal 1.0V SVR Control Compensation output.
SVR_COMP F6 A-out
Note: When 1.0V SVR is disabled and the I350 is placed in
a 82580 socket, ball is unconnected.
Internal 1.8V LVR Control output, connected to external BJT
transistor.
LVR_1P8_CTRL C8 A-out Note: When 1.8V LVR is disabled and the 1350 is placed in
a 82580 socket, ball is connected to PE_TXVTERM2
(1.8V power supply) or is unconnected,
2.2.10 Testability Pins
Table 2-12 Testability Pins
Symbol Ball # Type Name and Function
Enables test mode. When high test pins are multiplexed on
RSVD_TE_VSS C12 in functional signals.
In functional mode, must be connected to ground.
JTCK F13 In JTAG Clock Input
JTDI E12 In JTAG TDI Input
JTDO D13 T/S, O/D | JTAG TDO Output
JTMS G13 In JTAG TMS Input
RSRVD_JRST_3P3 E13 In JTAG Reset Input
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Symbol

Ball #

Type

Name and Function

AUX_PWR

D15

T/S

Auxiliary Power Available:

This pin is a strapping option pin, latched at the rising edge of
PE_RST# or In-Band PCIe Reset. This pin has an internal
weak pull-up resistor. In case this pin is driven high during init
time it indicates that Auxiliary Power is available and the
device should support D3cold power state if enabled to do so.
This pin is also used for testing and scan.

LANO_DIS_N

F14

T/S

This pin is a strapping option pin, latched at the rising edge of
PE_RST# or In-Band PClIe Reset. In case this pin is asserted
during init time, LAN 0 function is disabled. This pin is also
used for testing and scan. Refer to Section 4.4.3 and

Section 4.4.4 for additional information.

LAN1_DIS_N

E14

T/S

This pin is a strapping option pin, latched at the rising edge of
PE_RST# or In-Band PCIe Reset. In case this pin is asserted
during init time, LAN 1 function is disabled. This pin is also
used for testing and scan. Refer to Section 4.4.3 and

Section 4.4.4 for additional information.

LAN2_DIS_N

D14

T/S

This pin is a strapping option pin, latched at the rising edge of
PE_RST# or In-Band PClIe Reset. In case this pin is asserted
during init time, LAN 2 function is disabled. Refer to

Section 4.4.3 and Section 4.4.4 for additional information.

LAN3_DIS_N

Ci4

T/S

This pin is a strapping option pin, latched at the rising edge of
PE_RST# or In-Band PCIe Reset. In case this pin is asserted
during init time, LAN 3 function is disabled. This pin is also
used for testing and scan. Refer to Section 4.4.3 and

Section 4.4.4 for additional information.

RSVD_JTP8

G15

In

Test pin for production testing. In functional mode should not
be connected.
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2.2.11 Power Supply and Ground Pins
Table 2-13 Power Supply Pins
Symbol Ball # Type Name and Function
VCC3P3 K5 3.3V 3.3V Periphery power
supply
3.3V Periphery power
VCC3P3 F5, H5 3.3V supply
vce3p3 F12, H12, K12, L12 3.3V 3.3V Periphery power
supply
VCC1PO FC/G6, H6, J6,E1L, G11, HLL, JIL, K1L MLL, 4 oy 1.0V digital power supply
VCC1PO K6 1.0V 1.0V digital power supply
1.0V PCle Analog Power
VCC1PO_APE D6, D8, D9, D11 1.0v Supply
VCC1PO_ASE | L13, K14, L14 1.0V 1.0V SerDes Analog power
supply
1.0V PHY analog power
VCC1PO_AGE L7, L8, L9, L10 1.0v supply
VCC3P3_A M6, M7, M8, M9, M10, P8, P11 3.3V 3.3V PHY analog power
supply
3.3V PHY analog power
VCC3P3_AGE L5 3.3V supply
PCIe VCO Analog power
VCC1P8_PE_1 c7 1.8v supply connected to 1.8V.
1.8V PCIe VCO Analog power
VCC1P8_PE_2 C10 ’ supply connected to 1.8V.
Signal Pin
VSS A4, A7, A10, A13, B4, B7, B10, B13, D7, D10, E7, E8, E9, E10, F7, F8, F9, F10, F11, G8, G9, G10, G12, H7,
H8, H9, H10, J5, 17, 18, 19, J10, J12, K7, K8, K9, K10, L6, L11, M5, M12, N5, N6, N7, N8, N9, N10, N11, P3
2.2.12 4-Port 17x17 PBGA Package Pin List

(Alphabetical)

Table 2-14 lists the pins and signals in ball alphabetical order.

Table 2-14 17x17 PBGA Package Pin List in Alphabetical Order

Signal Ball Signal Ball Signal Ball
PE_TRIM2 Al SVR_HDRV c5 VSSs E9
PE_TRIM1 A2 PE_TXVTERM1 c6 VSS E10
PER_3_p A3 VCC1P8_PE_1 c7 VCC1PO E1l

VSS A4 LVR_1P8_CTRL c8 JTDI E12
PET_3_p A5 PE_TXVTERM3 (o] RSVD_JRST_3P3 E13
PET_2_p A6 VCC1P8_PE_2 C10 LAN1_DIS_N E14

VSS A7 PE_TXVTERM4 C11 EE_DI E15
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Table 2-14 17x17 PBGA Package Pin List in Alphabetical Order (Continued)

Signal Ball Signal Ball Signal Ball
PER_2_p A8 RSVD_TE_VSS C12 EE_SK E16
PER_1_p A9 NCSI_ARB_IN C13 LED3_0 F1

VSS A10 LAN3_DIS_N C14 LED3_1 F2
PET_1_p All FLSH_SO C15 LED3_2 F3
PET_O_p A12 FLSH_CE_N C16 LED1_3 Fa4

VSS Al3 LED1_0O D1 VCC3P3 F5
PER_O_p Al4 LED1_1 D2 SVR_COMP F6

PE_CLK_n A15 LED1_2 D3 VSS F7
PE_CLK_p Al6 LAN_PWR_GOOD D4 VSS F8
PE_RST_N B1 SVR_LDRV D5 VSS F9
MAIN_PWR_OK B2 VCC1PO_APE D6 VSS F10
PER_3_n B3 VSS D7 VSS F11

VSS B4 VCC1PO_APE D8 VCC3P3 F12
PET_3_n B5 VCC1PO_APE D9 JTCK F13
PET_2_n B6 VSS D10 LANO_DIS_N F14

VSS B7 VCC1PO_APE D11 EE_DO F15
PER_2_n B8 NCSI_ARB_OUT D12 EE_CS_N F16
PER_1_n B9 JTDO D13 LED3_3 G1

VSS B10 LAN2_DIS_N D14 LED2_3 G2
PET_1_n B11 AUX_PWR D15 SMBD G3
PET_O_n B12 PE_WAKE_N D16 SMBALRT_N G4

VSS B13 LED2_0 El SVR_FB G5
PER_O_n B14 LED2_1 E2 VCC1PO G6
FLSH_SI B15 LED2_2 E3 SVR_SW G7

FLSH_SCK B16 LEDO_3 E4 VSS G8
LEDO_O C1 SMBCLK E5 VSS G9
LEDO_1 c2 VCC1PO E6 VSS G10
LEDO_2 C3 VSS E7 VCC1PO G11
DEV_OFF_N Cc4 VSS E8 VSS G12
JTMS G13 VCC1PO K6 SER1_n M15
VR_EN G14 VSS K7 SER1_p M16
RSVD_JTP8 G15 VSS K8 SDP3_0 N1
SFP3_I2C_DATA G16 VSS K9 SDP3_1 N2
NCSI_CLK_IN H1 VSS K10 SDP3_2 N3
NCSI_CLK_OUT H2 VCC1PO K11 SDP3_3 N4
NCSI_CRS_DV H3 VCC3P3 K12 VSS N5
NCSI_RXD_0 H4 SE_RSET K13 VSS N6
VCC3P3 H5 VCC1P0O_ASE K14 VSS N7
VCC1PO H6 SER2_n K15 VSS N8
VSS H7 SER2_p K16 VSS N9
VSS H8 SDP1_0 L1 VSS N10
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Table 2-14 17x17 PBGA Package Pin List in Alphabetical Order (Continued)
Signal Ball Signal Ball Signal Ball
VSS H9 SDP1_1 L2 VSS N11
VSS H10 SDP1_2 L3 VCC1PO N12
VCC1PO H11 SDP1_3 L4 SRDS_0_SIG_DET N13
VCC3P3 H12 VCC3P3_AGE L5 SFP1_I2C_DATA N14
SFP2_I2C_DATA H13 VSS L6 SET1_n N15
SFP3_I2C_CLK H14 VCC1P0O_AGE L7 SET1_p N16
SER3_n H15 VCC1PO_AGE L8 XTAL_CLK_I P1
SER3_p H16 VCC1PO_AGE L9 XTAL_CLK_O P2
NCSI_RXD_1 J1 VCC1PO_AGE L10 VSS P3
NCSI_TX_EN J2 VSS L11 MDIO_1_p P4
NCSI_TXD_0 13 VCC3P3 L12 MDIO_1_n P5
NCSI_TXD_1 J4 VCC1PO_ASE L13 MDI1 1 p P6
VSS 15 VCC1P0O_ASE L14 MDI1_1_n P7
VCC1PO J6 SET2_n L15 VCC3P3_A P8
VSS 17 SET2_p L16 MDI2_3_p P9
VSS J8 SDP2_0 M1 MDI2_3_n P10
VSS J9 SDP2_1 M2 VCC3P3_A P11
VSS J10 SDP2_2 M3 MDI3_3_p P12
VCC1PO J11 SDP2_3 M4 MDI3_3_n P13
VSS J12 VSS M5 SRDS_1_SIG_DET P14
SFPO_I2C_DATA J13 VCC3P3_A M6 SERO_n P15
SFP2_I2C_CLK J14 VCC3P3_A M7 SERO_p P16
SET3_n J15 VCC3P3_A M8 RSVD_TX_TCLK R1
SET3_p J16 VCC3P3_A M9 TSENSP R2
SDP0O_0 K1 VCC3P3_A M10 MDIO_0_n R3
SDPO_1 K2 VCC1PO M11 MDIO_2_n R4
SDP0_2 K3 VSS M12 MDIO_3_n R5
SDPO_3 K4 SFPO_I2C_CLK M13 MDI1_0_n R6
VCC3P3 K5 SFP1_I2C_CLK M14 MDI1_2_n R7
MDI1_3_n R8 TSENSZ T1 MDI2_1_p T10
MDI2_0_n R9 GE_REXT3K T2 MDI2_2_p Ti1
MDI2_1_n R10 MDIO_O_p T3 MDI3_0_p T12
MDI2_2_n R11 MDIO_2_p T4 MDI3_1_p T13
MDI3_0_n R12 MDIO_3_p T5 MDI3_2_p T14
MDI3_1_n R13 MDI1_0_p T6 SRDS_2_SIG_DET T15
MDI3_2_n R14 MDI1_2 p T7 SRDS_3_SIG_DET T16
SETO_n R15 MDI1_3_p T8
SETO_p R16 MDI2_0_p T9
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2.2.13 2-Port 17x17 PBGA Package Pin List
(Alphabetical)

Note: 2-port and 4-port 17x17 PBGA packages share the same NVM_EEPROM images. In the case
of the 2 port device the additional EEPROM bits are ignored although the checksums must still
be valid.

Table 2-15 2-Port 17x17 PBGA Package Pin List (Alphabetical)

Signal Ball Signal Ball Signal Ball
PE_TRIM2 Al SVR_HDRV C5 VSS E9
PE_TRIM1 A2 PE_TXVTERM1 c6 VSS E10
PER_3_p A3 VCC1P8_PE_1 c7 VCC1PO E1l1
VSS A4 LVR_1P8_CTRL Cc8 JTDI E12
PET_3_p A5 PE_TXVTERM3 c9 RSVD_JRST_3P3 E13
PET_2_p A6 VCC1P8_PE_2 C10 LAN1_DIS_N E14
VSS A7 PE_TXVTERM4 Cl1 EE_DI E15
PER_2_p A8 RSVD_TE_VSS C12 EE_SK E16
PER_1_p A9 NCSI_ARB_IN C13 N/C F1
VSS Al10 N/C C14 N/C F2
PET_1_p All FLSH_SO C15 N/C F3
PET_O_p A12 FLSH_CE_N C16 LED1_3 F4
VSS Al13 LED1_0O D1 VCC3P3 F5
PER_O_p Al4 LED1_1 D2 SVR_COMP F6
PE_CLK_n Al5 LED1_2 D3 VSS F7
PE_CLK_p Al6 LAN_PWR_GOOD |D4 VSS F8
PE_RST_N Bl SVR_LDRV D5 VSS F9
MAIN_PWR_OK B2 VCC1PO_APE D6 VSS F10
PER_3_n B3 VSS D7 VSS F11
VSS B4 VCC1PO_APE D8 VCC3P3 F12
PET_3_n B5 VCC1PO_APE D9 JTCK F13
PET_2_n B6 VSS D10 LANO_DIS_N F14
VSS B7 VCC1P0O_APE D11 EE_DO F15
PER_2_n B8 NCSI_ARB_OUT D12 EE_CS_N F16
PER_1_n B9 JTDO D13 N/C G1
VSS B10 N/C D14 N/C G2
PET_1_n B11 AUX_PWR D15 SMBD G3
PET_O_n B12 PE_WAKE_N D16 SMBALRT_N G4
VSS B13 N/C E1l SVR_FB G5
PER_O_n B14 N/C E2 VCC1PO G6
FLSH_SI B15 N/C E3 SVR_SW G7
FLSH_SCK B16 LEDO_3 E4 VSS G8
LEDO_O C1 SMBCLK =) VSS G9
LEDO_1 c2 VCC1PO E6 VSS G10
LEDO_2 C3 VSS E7 VCC1PO G11
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Table 2-15 2-Port 17x17 PBGA Package Pin List (Alphabetical)
DEV_OFF_N ca4 VSS E8 VSS G12
JTMS G13 VCC1PO K6 SER1_n M15
VR_EN G14 VSS K7 SER1_p M16
RSVD_JTP8 G15 VSS K8 SDP3_0 N/C
N/C G16 VSS K9 SDP3_1 N/C
NCSI_CLK_IN H1 VSS K10 SDP3_2 N/C
NCSI_CLK_OUT H2 VCC1PO K11 SDP3_3 N/C
NCSI_CRS_DV H3 VCC3P3 K12 VSS N5
NCSI_RXD_0 H4 SE_RSET K13 VSS N6
VCC3P3 H5 VCC1P0O_ASE K14 VSS N7
VCC1PO H6 N/C K15 VSS N8
VSS H7 N/C K16 VSS N9
VSS H8 SDP1_0 L1 VSS N10
VSS H9 SDP1_1 L2 VSS N11
VSS H10 SDP1_2 L3 VCC1PO N12
VCC1PO H11 SDP1_3 L4 SRDS_0_SIG_DET |[N13
VCC3P3 H12 VCC3P3_AGE L5 SFP1_I2C_DATA N14
N/C H13 VSS L6 SET1_n N15
N/C H14 VCC1PO_AGE L7 SET1_p N16
N/C H15 VCC1PO_AGE L8 XTAL_CLK_I P1
N/C H16 VCC1P0O_AGE L9 XTAL_CLK_O P2
NCSI_RXD_1 J1 VCC1PO_AGE L10 VSS P3
NCSI_TX_EN J2 VSS L11 MDIO_1_p P4
NCSI_TXD_0 J3 VCC3P3 L12 MDIO_1_n P5
NCSI_TXD_1 J4 VCC1PO_ASE L13 MDI1_1_p P6
VSS 15 VCC1PO_ASE L14 MDI1_1_n P7
VCC1PO J6 N/C L15 VCC3P3_A P8
VSS 17 N/C L16 N/C P9
VSS J8 SDP2_0 N/C N/C P10
VSS J9 SDP2_1 N/C VCC3P3_A P11
VSS J10 SDP2_2 N/C N/C P12
VCC1PO J11 SDP2_3 N/C N/C P13
VSS J12 VSS M5 SRDS_1_SIG_DET |P14
SFPO_I2C_DATA J13 VCC3P3_A M6 SERO_n P15
N/C J14 VCC3P3_A M7 SERO_p P16
N/C J15 VCC3P3_A M8 RSVD_TX_TCLK R1
N/C J16 VCC3P3_A M9 TSENSP R2
SDPO_0O K1 VCC3P3_A M10 MDIO_0_n R3
SDPO_1 K2 VCC1PO M11 MDIO_2_n R4
SDPO_2 K3 VSS M12 MDIO_3_n R5
SDPO_3 K4 SFPO_I2C_CLK M13 MDI1_0_n R6
VCC3P3 K5 SFP1_I2C_CLK M14 MDI1 2 n R7
MDI1_3_n R8 TSENSZ T1 N/C T10
N/C R9 GE_REXT3K T2 N/C T11
N/C R10 MDIO_O_p T3 N/C T12
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Table 2-15 2-Port 17x17 PBGA Package Pin List (Alphabetical)
N/C R11 MDIO_2_p T4 N/C T13
N/C R12 MDIO_3_p T5 N/C T14
N/C R13 MDI1_0_p T6 N/C T15
N/C R14 MDI1_2_p T7 N/C T16
SETO_n R15 MDI1_3_p T8
SETO_p R16 N/C T9
2.2.14 2-Port 17x17 PBGA Package No-Connect Pins
Table 2-16 2-Port No-Connect Pins
Ball
C14, D14, E1, E2, E3, F1, F2, F3, G1, G2, G16, H13, H14, H15, H16, J14, J15, J16, K15, K16,
No-Connect L15, L16, P9, P10, P12, P13, R9, R10, R11, R12, R13, R14, T9, T10, T11, T12, T13, T14,

T15, T16

2.3

25x25 PBGA Package Pin Assignment

The 1350 is packaged in a 25x25 PBGA package with 1.0 mm ball pitch.

Following tables describe functionality of the various balls.

2.3.1 PCIe

The AC specification for these pins is described in Section 11.6.2.10.

Table 2-17 PCIe Pins

Symbol Ball # Type Name and Function
PCle Differential Reference Clock in: A 100MHz
PE_CLK_p Y2 differential clock input. This clock is used as the
PE_CLK_ Y1 A-in reference clock for the PCle Tx/Rx circuitry and by the
LN PCIe core PLL to generate clocks for the PCle core
logic.

PET_O_p AC3 A-out PCle Serial Data output Lane 0: A serial differential
PET_O0_n AD3 output pair running at a bit rate of 2.5Gb/s or 5Gb/s.
PET_1 p AC4 A-out PCle Serial Data output Lane 1: A serial differential
PET_1_n AD4 output pair running at a bit rate of 2.5Gb/s or 5Gb/s.
PET_2_p AC9 A-out PCle Serial Data output Lane 2: A serial differential
PET_2_n AD9 output pair running at a bit rate of 2.5 Gb/s or 5Gb/s.
PET_3_p AC10 A-out PClIe Serial Data output Lane 3: A serial differential
PET_3_n AD10 output pair running at a bit rate of 2.5Gb/s or 5Gb/s.
PER_O_p AB2 A-in PClIe Serial Data input Lane 0: A Serial differential
PER_O_n AB1 input pair running at a bit rate of 2.5Gb/s or 5Gb/s.
PER_1_p AD6 Ain PCle Serial Data input Lane 1: A Serial differential
PER_1 n AC6 input pair running at a bit rate of 2.5Gb/s or 5Gb/s.
PER_2_p AD7 A-in PCle Serial Data input Lane 2: A Serial differential
PER_2 n AC7 input pair running at a bit rate of 2.5Gb/s or 5Gb/s.
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Table 2-17 PCIe Pins (Continued)
Symbol Ball # Type Name and Function

PER_3_p AD12 A-in PCle Serial Data input Lane 3: A Serial differential

PER_3_n AC12 input pair running at a bit rate of 2.5Gb/s or 5Gb/s.
WAKE#: Active low signal pulled to ‘0’ to indicate that a
Power Management Event (PME) is pending and the PCI

PE_WAKE_N w1 0/D Express link should be restored. Defined in the PCI
Express CEM specification.
PERST#: Active low PCI Express fundamental reset
input. When pulled to ‘0’ resets chip and when de-
asserted (set to '1’) indicates that power and PCI

PE_RST_N w2 in Express reference clock are within specified values.
Defined in the PCI Express specification.
On exit from reset all registers and state machines are
set to their initialization values.

PE_TRIM1 V1 A PCIe Trimming

PE_TRIM2 V2 A 1.5KQ 1% resistor connected between these pins.

2.3.2

Flash and EEPROM Ports

The AC specification for these pins is described in Section 11.6.2.4 to Section 11.6.2.5.

Table 2-18 Flash and EEPROM Ports Pins
Symbol Ball # Type Name and Function
FLSH_SI K2 T/S Serial Data output to the Flash
FLSH_SO K1 In Serial Data input from the Flash
FLSH_SCK J1 T/S Flash serial clock Operates at 15.625MHz.
FLSH_CE_N J2 T/S Flash chip select Output
EE_DI R1 T/S Data output to EEPROM
EE_DO T1 In Data input from EEPROM
EE_SK N2 T/S EEPROM serial clock output Operates at ~2 MHz.
EE_CS_N N3 T/S EEPROM chip select Output

2.3.3

System Management Bus (SMB) Interface

The AC specification for these pins is described in Section 11.6.2.2.

Table 2-19 SMB Interface Pins
Symbol Ball # Type Name and Function
U o/ | {8 Dt Stabie during the g period of the clock
SMBCLK L2 o/D tsrrr?s%(:ékci.one clock pulse is generated for each data bit
SMBALRT_N M2 0/D gmg Alert: acts as an Interrupt pin of a slave device on the
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The AC specification for these pins is described in Section 11.6.2.6.

Table 2-20 NC-SI Interface Pins
Symbol Ball # Type Name and Function

NC-SI Reference Clock Input - Synchronous clock
reference for receive, transmit and control interface. Itis a

NCSI_CLK_IN G2 NC-SI-In 50MHz clock /- 50 ppm.
Note: When the 1350 drives the NC-SI clock NCSI_CLK_IN
should be connected to NCSI_CLK_OUT pin on-board.
NC-SI Reference Clock Output — Synchronous clock
reference for receive, transmit and control interface. It is a

NCSI_CLK_ouTt L3 NC-SI-Out | 5oMpZ clock /- 50 ppm. Serves as a clock source to the
BMC and the I350 (when configured so).

NCSI_CRS_DV H1 NC-SI-Out | CRS/DV - Carrier Sense / Receive Data Valid.

NCSI_RXD_1 G1 ) .

NCSI_RXD._0 H3 NC-SI-Out | Receive data signals from the 1350 to BMC.

NCSI_TX_EN G4 NC-SI-In Transmit Enable.

NCSI_TXD_1 G3 ) .

NCSI_TXD_0 H2 NC-SI-In Transmit data signals from BMC to the I350.

NCSI_ARB_OUT F2 NC-SI-Out NC-SI HW arbitration token output pin.

NCSI_ARB_IN F1 NC-SI-In NC-SI HW arbitration token input pin.

Note:

If NC-SI is disconnected: (1) an external pull-down should be used for the NCSI_CLK_IN

and NCSI_TX_EN pins; a pull-down (10 K Q) should be used for NCSI_TXDJ[1:0].

2.3.5

Miscellaneous Pins

The AC specification for the XTAL pins is described in Section 11.6.5.

Table 2-21

Miscellaneous Pins

Symbol

Ball #

Type

Name and Function

SDP0O_0

SDPO_1

SDP0O_2

SDP0O_3

R4

P3

T4

R3

T/S

SW Defined Pins for port 0: These pins are reserved
pins that are software programmable write/read
input/output capability. These default to inputs
upon power up, but may have their direction and
output values defined in the EEPROM. The SDP bits
may be mapped to the General Purpose Interrupt
bits when configured as inputs.

1. The SDPO_0 pin can be used as a watchdog
output indication.

2. All the SDP pins can be used as SFP sideband
signals (TxDisable, present and TxFault). The
1350 does not use these signals; it is available
for SW control over SFP.

3. The SDPO_1 pin can be used as a strapping
option to disable PCIe Function 0. In this case
it is latched at the rising edge of PE_RST# or
In-Band PCle Reset (refer to Section 4.4.4).

Note:
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Table 2-21 Miscellaneous Pins (Continued)
Symbol Ball # Type Name and Function

SW Defined Pins for port 1: Reserved pins that are

software programmable write/read input/output

capability. These default to inputs upon power up,
but may have their direction and output values
defined in the EEPROM.
SDP1_0 T21 1. The SDP1_0 pin can be used as a watchdog
SDP1_1 T22 output |nd|caF|on. .
SDP1 2 U21 T/S 2. All the SDP pins can be used as SFP sideband
= signals (TxDisable, present and TxFault). The
SDP1_3 u22 1350 does not use these signals; it is available
for SW control over SFP.

3. The SDP1_1 pin can be used as a strapping
option to disable PCIe Function 1. In this case
it is latched at the rising edge of PE_RST# or
In-Band PCle Reset (refer to Section 4.4.4).

_ Thermal Diode output; Can be used to measure the
TSENSP F4 A-out 1350 on-die temperature.
TSENSZ F3 GND Thermal Diode Ground.
LAN Power Good: A 3.3v input signal. A transition
from low to high initializes the device into
LAN_PWR_GOOD L24 In operation. If the internal Power-on-Reset circuit is
used to trigger device power-up, this signal should
be connected to VCC3P3.

Main Power OK - Indicates that platform main

MAIN_PWR_OK R2 In power is up. Must be connected externally to main
core 3.3V power.

Device Off: Assertion of DEV_OFF_N puts the

device in Device Disable mode. This pin is

asynchronous and is sampled once the EEPROM is
DEV_OFF_N V24 In ready to be read following power-up. The
DEV_OFF_N pin should always be connected to
VCC3P3 to enable device operation.
XTAL1 D23 A-In Reference Clock / XTAL: These pins may be driven
by an external 25MHz crystal or driven by a single
XTAL2 D24 A-out ended external CMOS compliant 25MHz oscillator.
2.3.6 PHY Pins
2.3.6.1 LED’s

The table below describes the functionality of the LED output pins. Default activity of the LED may be
modified in the EEPROM word offsets 1Ch and 1Fh from start of relevant LAN Port section. The LED
functionality is reflected and can be further modified in the configuration registers LEDCTL.

Table 2-22 LED Output Pins
Symbol Ball # Type Name and Function
Port 0 LEDO. Programmable LED which indicates by default
Link Up.
LEDO_O H4 Out Note: Pin is active low by default, can be programmed via

EEPROM (refer to Section 6.2.20) or LEDCTL register
(refer to Section 8.2.9).
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Table 2-22 LED Output Pins (Continued)

Symbol Ball # Type Name and Function

Port 0 LED1. Programmable LED which indicates by default
activity (when packets are transmitted or received that match
MAC filtering).

Note: Pin is active low by default, can be programmed via
EEPROM (refer to Section 6.2.18) or LEDCTL register
(refer to Section 8.2.9).

Port 0 LED2. Programmable LED which indicates by default a
100Mbps Link.

LEDO_2 J4 Out Note: Pin is active low by default, can be programmed via
EEPROM (refer to Section 6.2.20) or LEDCTL register
(refer to Section 8.2.9).

Port 0 LED3. Programmable LED which indicates by default a
1000Mbps Link.

LEDO_3 K4 Out Note: Pin is active low by default, can be programmed via
EEPROM (refer to Section 6.2.18) or LEDCTL register
(refer to Section 8.2.9).

Port 1 LEDO. Programmable LED which indicates by default
Link up.

LED1_0 J21 Out Note: Pin is active low by default, can be programmed via
EEPROM (refer to Section 6.2.20) or LEDCTL register
(refer to Section 8.2.9).

Port 1 LED1. Programmable LED which indicates by default
activity (when packets are transmitted or received that match
MAC filtering).

Note: Pin is active low by default, can be programmed via
EEPROM (refer to Section 6.2.18) or LEDCTL register
(refer to Section 8.2.9).

Port 1 LED2. Programmable LED which indicates by default a
100Mbps Link.

LED1_2 K21 Out Note: Pin is active low by default, can be programmed via
EEPROM (refer to Section 6.2.20) or LEDCTL register
(refer to Section 8.2.9).

Port 1 LED3. Programmable LED which indicates by default a
1000Mbps Link.

LED1_3 K22 Out Note: Pin is active low by default, can be programmed via
EEPROM (refer to Section 6.2.18) or LEDCTL register
(refer to Section 8.2.9).

LEDO_1 13 Out

LED1_1 J22 Out

2.3.6.2 PHY Analog Pins

The AC specification for these pins is described in sections Section .

Table 2-23 PHY Analog Pins

Symbol Ball # Type Name and Function

Media Dependent Interface[0] for port 0 and port 1
accordingly:

1000BASE-T: In MDI configuration, MDI[0]+/- corresponds to

MDIO_0_p A3 BI_DA+/- and in MDIX configuration MDI[0]+/- corresponds
MDIO_0_n B3 to BI_DB+/-.

100BASE-TX: In MDI configuration, MDI[0]+/- is used for the
MDI1_O_p A22 A transmit pair and in MDIX configuration MDI[0]+/- is used for
MDI1 0 n B22 the receive pair.

10BASE-T: In MDI configuration, MDI[0]+/- is used for the
transmit pair and in MDIX configuration MDI[0]+/- is used for
the receive pair.

Note: When IPCNFG.MDI_Flip register bit is set to 1b
MDI[0]+/- and MDI[3]+/- are swapped.
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Table 2-23 PHY Analog Pins (Continued)

Symbol Ball # Type Name and Function
Media Dependent Interface[1] for port 0 and port 1
accordingly:
MDIO 1 AS 1000BASE-T: In MDI configuration, MDI[1]+/- corresponds to
1P BI_DB+/- and in MDIX configuration MDI[1]+/- corresponds
MDIO_1_n B5 to BI_DA+/-.
100BASE-TX: In MDI configuration, MDI[1]+/- is used for the
MDI1_1_p A20 A receive pair and in MDIX configuration MDI[1]+/- is used for
MDI1 1 n B20 the transmit pair.

10BASE-T: In MDI configuration, MDI[1]+/- is used for the
receive pair and in MDIX configuration MDI[1]+/- is used for
the transmit pair.

Note: When IPCNFG.MDI_Flip register bit is set to 1b
MDI[1]+/- and MDI[2]+/- are swapped.

MDIO_2_p A7 Media Dependent Interface[2] for port 0 and port 1:
MDIO 2 n B7 1000BASE-T: In MDI configuration, MDI[2]+/- corresponds to
- BI_DC+/- and in MDIX configuration MDI[2]+/- corresponds
to BI_DD+/-.
MDI1_2_p Al8 A 100BASE-TX: Unused.
MDI1_2_n B18 10BASE-T: Unused.

Note: When IPCNFG.MDI_Flip register bit is set to 1b
MDI[1]+/- and MDI[2]+/- are swapped.

MDIO_3_p A9 Media Dependent Interface[3] for port 0 and port 1:
MDIO 3 n B9 1000BASE-T: In MDI configuration, MDI[3]+/- corresponds to
- BI_DD+/- and in MDIX configuration MDI[3]+/- corresponds
to BI_DC+/-.
MDI1_3_p e A 100BASE-TX: Unused.
MDI1_3_n B16 10BASE-T: Unused.

Note: When IPCNFG.MDI_Flip register bit is set to 1b
MDI[0]+/- and MDI[3]+/- are swapped.

PHY Bias

GE_REXT3K D12 B Connect 3.01KQ 1% resistor between this pin and ground.
Transmit 125MHz clock for IEEE testing. Shared for the 4
RSVD_TX_TCLK L23 Out ports.
Not connected in normal operation
RSVD_ATST_P G21 A-out Analog differential test pins. Shared for the 4 ports.
RSVD_ATST_N G22 Not connected in normal operation.
2.3.7 Testability Pins
Table 2-24 Testability Pins
Symbol Ball # Type Name and Function

Enables test mode. When high test pins are multiplexed on
RSVD_TE_VSS Y4 In functional signals.
In functional mode, must be connected to ground.

Test pin for production testing. In functional mode should not

RSVD_JTP8 V3 In be connected.
JTCK Y22 In JTAG Clock Input
JTDI W22 In JTAG TDI Input
JTDO V22 T/S, O/D | JTAG TDO Output
JTMS w21 In JTAG TMS Input
RSRVD_JRST_3P3 | W23 In JTAG Reset Input
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Symbol Ball # Type Name and Function
Auxiliary Power Available:
This pin is a strapping option pin, latched at the rising edge of
PE_RST# or In-Band PCIe Reset. This pin has an internal
AUX_PWR P2 T/S weak pull-up resistor. In case this pin is driven high during init
time it indicates that Auxiliary Power is available and the
device should support D3COLD power state if enabled to do
so. This pin is also used for testing and scan.
This pin is a strapping option pin, latched at the rising edge of
PE_RST# or In-Band PClIe Reset. In case this pin is asserted
LANO_DIS_N K23 T/S during init time, LAN 0 function is disabled. This pin is also
used for testing and scan. Refer to Section 4.4.3 and
Section 4.4.4 for additional information.
This pin is a strapping option pin, latched at the rising edge of
PE_RST# or In-Band PCIe Reset. In case this pin is asserted
LAN1_DIS_N K24 T/S during init time, LAN 1 function is disabled. This pin is also
used for testing and scan. Refer to Section 4.4.3 and
Section 4.4.4 for additional information.
Test pin for production testing.
RSVD_TP_3 u23 T/S .
Note: In functional mode should not be connected.
Test pin for production testing.
RSVD_TP_4 u24 T/S .
Note: In functional mode should not be connected.
Production test pin should not be connected.
RSVDP22_NC P22 T/S
Production test pin should not be connected.
RSVDR23_NC R23 T/S
Production test pin should not be connected.
RSVDR24_NC R24 T/S
Production test pin should not be connected.
RSVDM22_NC M22 T/S
Production test pin should not be connected.
RSVDU1_NC Ul T/S
Production test pin should not be connected.
RSVDU2_NC u2 T/S

2.3.8 Power Supply and Ground Pins

Table 2-25 Power Supply and Ground Pins

C21, C23, C24, L5, M6, M20, N5, N19, P6, 3.3V 3.3V power supply
P20,R5, R19, T6, 720, U5, U19, V6, V20, W5,

W19

Symbol Ball # Type Name and Function
A2, A4, A6, A8, A10, A12, A13, Al15, A17, A19,
A21, A23, AB3, AB5, AB8, AB11, AB14, AB17,
VCC3P3 AB20, AB22, C2, C6, C8, C10, C15, C17, C19,
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Table 2-25 Power Supply and Ground Pins (Continued)
Symbol Ball # Type Name and Function
G5, G7, G9, G13, G15, G17, G19, H6, H18,
H20, 15, 17,39, J11, 313, J15, J19, K6, K10,
K12, K14, K16, K18, K20, L7, L9, L11, L13, L15,
VCC1PO L19, M10, M14, M16, M18, N7, N9, N11, N15, 1.0v 1.0V power supply
P10, P12, P14, P16, P18, R7, R9, R11, R13,
R15, T10, T12, T14, T16, T18, U7, V8, V16,
V18, W7, W9, W11, W13, W15, W17
D10, D16, D18, D4, D6, D8, D20, E3, E5, E7,
VCC1P8 E9, E11, E13, E15, E17, E19, E21, Y6, Y8, Y10, | 1.8V 1.8V power supply
Y12, Y14, Y16, Y18
Table 2-26 VSS
Signal Pin
AA1l, AA2, AA3, AA4, AA5, AA7, AA9, AA11, AA13, AA15, AA17, AA19, AA20, AA21, AA22, AA23, AB4, AB6,
AB7, AB9, AB10, AB12, AB13, AB15, AB16, AB18, AB19, AB21, AC1, AC5, AC8, AC11, AC14, AC17, AC2,
AC20, AC23, AC24, AD2, AD5, ADS8, AD11, AD14, AD17, AD20, AD23, B1, B2, B4, B6, B8, B10, B12, B13,
B15, B17, B19, B21, B23, B24, C3, C5, C7, C9, C14, C16, C18, C20, C22, D2, D3, D5, D7, D9, D15, D17,
VSS D19, D21, D22, E2, E4, E6, E8, E10, E12, E14, E16, E18, E20, E22, F5, F6, F7, F8, F9, F10, F11, F12, F13,
F14, F15, F16, F17, F18, F19, F20, F21, F22, F23, G6, G8, G10, G18, G20, H5, H7, H19, J6, J10, J12, ]14,
J16, 118, 120, K5, K7, K9, K11, K13, K15, K19, L6, L10, L12, L14, L16, L18, L20, M5, M7, M9, M11, M13, M15,
M19, N6, N10, N12, N14, N16, N18, N20, P5, P7, P9, P11, P13, P15, P19, R6, R10, R12, R14, R16, R18, R20,
T5,7T7,7T9, T11,T13, T15, T19, U6, U18, U20, V5, V7, V17, V19, W3, W6, W8, W10, W12, W14, W16, W18,
W20, Y3, Y7, Y9, Y11, Y13, Y15, Y17, Y19, Y23, Y24
Table 2-27 Reserved Pins?
Signal Pin
Al, Al1l, A14, AA6, AA8, AA10, AA14, AA16, AA18, AB23, AB24, AC13, AC15, AC16, AC18, AC19, AC21,
Reserved N AC22, AD13, AD15, AD16, AD18,AD19, AD21, AD22, B11, B14, C1, C11, C12, C13, D1, D11, D13, E1, E23,

E24, F24, G11, L4, L21, L22, M3, M4, M12, M21, N1, N4, N13, N21, N22, P1, P4, P21, R21, R22, T2, T3, U3,
U4, V4, V23, Y5, Y20

Reserved_G

A24, AA12, AA24, AD1, AD24, D14, G23, G24, H21, H22, H23, H24, 123, 124, K3, M1, M23, M24, N23, N24,
P23, P24, V21, T23, T24, W4, W24, Y21

NB (No Ball -

Depopulated
Balls)

G12, G14, G16, H9, H11, H13, H15, H17, J8, L8, N8, R8, U8, U10, U12, U14, U16, V9, V11, V13, V15, K17,
M17, P17, T17, H8, H10, H12, H14, H16, K8, M8, P8, T8, U9, U11, U13, U15, U17, V10, V12, V14, 117, L17,
N17, R17

1. Reserved Pins can be left unconnected.

2.3.9

25x25 PBGA Package Pin List (Alphabetical)

Table 2-28 lists the pins and signals in ball alphabetical order.

Table 2-28 25x25 PBGA Package Pin List in Alphabetical Order
Signal Ball Signal Ball Signal Ball
Reserved_N Al VSS B17 VSS D9
VCC3P3 A2 MDI1_2_n B18 VCC1P8 D10
MDIO_O_p A3 VSS B19 Reserved_N D11
VCC3P3 A4 MDI1_1_n B20 GE_REXT3K D12
MDIO_1_p A5 VSS B21 Reserved_N D13
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Table 2-28 25x25 PBGA Package Pin List in Alphabetical Order
Signal Ball Signal Ball Signal Ball
VCC3P3 A6 MDI1_0_n B22 Reserved_G D14
MDIO_2_p A7 VSS B23 VSS D15
VCC3P3 A8 VSS B24 VCC1P8 D16
MDIO_3_p A9 Reserved_N C1 VSS D17
VCC3P3 A10 VCC3P3 Cc2 VCC1P8 D18
Reserved_N Al1l VSS C3 VSS D19
VCC3P3 A12 DEV_OFF_N Cc4 VCC1P8 D20
VCC3P3 Al3 VSS C5 VSS D21
Reserved_N Al4 VCC3P3 C6 VSS D22
VCC3P3 Al5 VSS c7 XTAL1 D23
MDI1_3_p Al6 VCC3P3 Cc8 XTAL2 D24
VCC3P3 Al17 VSS (e°] Reserved_N E1l
MDI1_2_p Al18 VCC3P3 C10 VSS E2
VCC3P3 A19 Reserved_N Ci11 VCC1P8 E3
MDI1_1_p A20 Reserved_N C12 VSS E4
VCC3P3 A21 Reserved_N C13 VCC1P8 E5
MDI1_0_p A22 VSS C14 VSS E6
VCC3P3 A23 VCC3P3 C15 VCC1P8 E7
Reserved_G A24 VSS C16 VSS E8
VSS B1 VCC3P3 C17 VCC1P8 E9
VSS B2 VSS C18 VSS E10
MDIO_O_n B3 VCC3P3 C19 VCC1P8 Ell
VSS B4 VSS C20 VSS E12
MDIO_1_n B5 VCC3P3 c21 VCC1P8 E13
VSS B6 VSS Cc22 VSS E14
MDIO_2_n B7 VCC3P3 C23 VCC1P8 E15
VSS B8 VCC3P3 C24 VSS E16
MDIO_3_n B9 Reserved_N D1 VCC1P8 E17
VSS B10 VSS D2 VSS E18
Reserved_N B11 VSS D3 VCC1P8 E19
VSS B12 VCC1P8 D4 VSS E20
VSS B13 VSS D5 VCC1P8 E21
Reserved_N B14 VCC1P8 D6 VSS E22
VSS B15 VSS D7 Reserved_N E23
MDI1_3_n B16 VCC1P8 D8 Reserved_N E24
NCSI_ARB_IN F1 VSS G20 VCC1PO J15
NCSI_ARB_OUT F2 RSVD_ATST_P G21 VSS J16
TSENSZ F3 RSVD_ATST_N G22 NB J17
TSENSP F4 Reserved_G G23 VSS J18
VSS F5 Reserved_G G24 VCC1PO J19
VSS F6 NCSI_CRS_DV H1 VSS J20
VSS F7 NCSI_TXD_0 H2 LED1_0O J21
VSS F8 NCSI_RXD_0 H3 LED1_1 J22
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Table 2-28 25x25 PBGA Package Pin List in Alphabetical Order
Signal Ball Signal Ball Signal Ball
VSS F9 LEDO_O H4 Reserved_G J23
VSS F10 VSS H5 Reserved_G J24
VSS F11 VCC1PO H6 FLSH_SO K1
VSS F12 VSS H7 FLSH_SI K2
VSS F13 NB H8 Reserved_G K3
VSS F14 NB H9 LEDO_3 K4
VSS F15 NB H10 VSS K5
VSS F16 NB H11 VCC1PO K6
VSS F17 NB H12 VSS K7
VSS F18 NB H13 NB K8
VSS F19 NB H14 VSS K9
VSS F20 NB H15 VCC1PO K10
VSS F21 NB H16 VSS K11
VSS F22 NB H17 VCC1PO K12
VSS F23 VCC1PO H18 VSS K13
Reserved_N F24 VSS H19 VCC1PO K14
NCSI_RXD_1 G1 VCC1PO H20 VSS K15
NCSI_CLK_IN G2 Reserved_G H21 VCC1PO K16
NCSI_TXD_1 G3 Reserved_G H22 NB K17
NCSI_TX_EN G4 Reserved_G H23 VCC1PO K18
VCC1PO G5 Reserved_G H24 VSS K19
VSS G6 FLSH_SCK J1 VCC1PO K20
VCC1PO G7 FLSH_CE_N J2 LED1_2 K21
VSS G8 LEDO_1 13 LED1_3 K22
VCC1PO G9 LEDO_2 14 LANO_DIS_N K23
VSS G10 VCC1PO J5 LAN1_DIS_N K24
Reserved_N G11 VSS J6 SMBD L1
NB G12 VCC1PO J7 SMBCLK L2
VCC1PO G13 NB J8 NCSI_CLK_OUT L3
NB G14 VCC1PO J9 Reserved_N L4
VCC1PO G15 VSS J10 VCC3P3 L5
NB G16 VCC1PO J11 VSS L6
VCC1PO G17 VSS J12 VCC1PO L7
VSS G18 VCC1PO J13 NB L8
VCC1PO G19 VSS J14 VCC1PO L9
VSS L10 VCC3P3 N5 Reserved_G P24
VCC1PO L11 VSS N6 EE_DI R1
VSS L12 VCC1PO N7 MAIN_PWR_OK R2
VCC1PO L13 NB N8 SDP0_3 R3
VSS L14 VCC1PO N9 SDPO_0O R4
VCC1PO L15 VSS N10 VCC3P3 R5
VSS L16 VCC1PO N11 VSS R6
NB L17 VSS N12 VCC1PO R7
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Table 2-28 25x25 PBGA Package Pin List in Alphabetical Order

Signal Ball Signal Ball Signal Ball
VSS L18 Reserved_N N13 NB R8
VCC1PO L19 VSS N14 VCC1PO R9
VSS L20 VCC1PO N15 VSS R10
Reserved_N L21 VSS N16 VCC1PO R11
Reserved_N L22 NB N17 VSS R12
RSVD_TX_TCLK L23 VSS N18 VCC1PO R13
LAN_PWR_GOOD L24 VCC3P3 N19 VSS R14
Reserved_G M1 VSS N20 VCC1PO R15
SMBALRT_N M2 Reserved_N N21 VSS R16
Reserved_N M3 Reserved_N N22 NB R17
Reserved_N M4 Reserved_G N23 VSS R18
VSS M5 Reserved_G N24 VCC3P3 R19
VCC3P3 M6 Reserved_N P1 VSS R20
VSS M7 AUX_PWR P2 Reserved_N R21
NB M8 SDPO_1 P3 Reserved_N R22
VSS M9 Reserved_N P4 RSVDR23_NC R23
VCC1PO M10 VSS P5 RSVDR24_NC R24
VSS M11 VCC3P3 P6 EE_DO T1
Reserved_N M12 VSS P7 Reserved_N T2
VSS M13 NB P8 Reserved_N T3
VCC1PO M14 VSS P9 SDP0O_2 T4
VSS M15 VCC1PO P10 VSS T5
VCC1PO M16 VSS P11 VCC3P3 T6
NB M17 VCC1PO P12 VSS T7
VCC1PO M18 VSS P13 NB T8
VSS M19 VCC1PO P14 VSS T9
VCC3P3 M20 VSS P15 VCC1PO T10
Reserved_N M21 VCC1PO P16 VSS T11
RSVDM22_NC M22 NB P17 VCC1PO T12
Reserved_G M23 VCC1PO P18 VSS T13
Reserved_G M24 VSS P19 VCC1PO T14
Reserved_N N1 VCC3P3 P20 VSS T15
EE_SK N2 Reserved_N P21 VCC1PO T16
EE_CS_N N3 RSVDP22_NC P22 NB T17
Reserved_N N4 Reserved_G P23 VCC1PO T18
VSS T19 NB V14 VSS Y9
VCC3P3 T20 NB V15 VCC1P8 Y10
SDP1_0 T21 VCC1PO V16 VSS Y11
SDP1_1 T22 VSS V17 VCC1P8 Y12
Reserved_G T23 VCC1PO V18 VSS Y13
Reserved_G T24 VSS V19 VCC1P8 Y14
RSVDU1_NC U1l VCC3P3 V20 VSS Y15
RSVDU2_NC U2 Reserved_G V21 VCC1P8 Y16
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Table 2-28 25x25 PBGA Package Pin List in Alphabetical Order

Signal Ball Signal Ball Signal Ball
Reserved_N u3 JTDO V22 VSS Y17
Reserved_N u4 Reserved_N V23 VCC1P8 Y18
VCC3P3 us DEV_OFF_N V24 VSS Y19
VSS uée PE_WAKE_N wi Reserved_N Y20
VCC1PO u7 PE_RST_N W2 Reserved_G Y21
NB us VSS W3 JTCK Y22

NB U9 Reserved_G w4 VSS Y23

NB u10 VCC3P3 W5 VSS Y24

NB Uil VSS w6 VSS AA1l

NB u12 VCC1PO w7 VSS AA2

NB u13 VSS w8 VSS AA3

NB u14 VCC1PO w9 VSS AA4

NB u1l5s VSS W10 VSS AAS

NB u16 VCC1PO W11 Reserved_N AA6

NB U1z VSS w12 VSS AA7
VSS u18 VCC1PO W13 Reserved_N AA8
VCC3P3 u19 VSS W14 VSS AA9
VSS u20 VCC1PO W15 Reserved_N AA10
SDP1_2 u21 VSS W16 VSS AA11l
SDP1_3 u22 VCC1PO W17 Reserved_G AA12
RSVD_TP_3 u23 VSS w18 VSS AA13
RSVD_TP_4 u24 VCC3P3 w19 Reserved_N AA14
PE_TRIM1 V1 VSS W20 VSS AA15
PE_TRIM2 V2 JTMS w21 Reserved_N AA16
RSVD_JTP8 V3 JTDI W22 VSS AA17
Reserved_N V4 RSRVD_JRST_3P3 w23 Reserved_N AA18
VSS V5 Reserved_G W24 VSS AA19
VCC3P3 V6 PE_CLK_n Y1 VSS AA20
VSS V7 PE_CLK_p Y2 VSS AA21
VCC1PO V8 VSS Y3 VSS AA22
NB V9 RSVD_TE_VSS Y4 VSS AA23
NB V10 Reserved_N Y5 Reserved_G AA24

NB Vi1 VCC1P8 Y6 PER_O_n AB1

NB V12 VSS Y7 PER_O_p AB2

NB V13 VCC1P8 Y8 VCC3P3 AB3
VSS AB4 PET_O_p AC3 VSS AD2
VCC3P3 AB5 PET_1_p AC4 PET_O_n AD3
VSS AB6 VSS AC5 PET_1_n AD4
VSS AB7 PER_1_n AC6 VSS AD5S
VCC3P3 AB8 PER_2_n AC7 PER_1_p AD6
VSS AB9 VSS AC8 PER_2_p AD7
VSS AB10 PET_2_p AC9 VSS AD8
VCC3P3 AB11 PET_3_p AC10 PET_2_n AD9
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Table 2-28 25x25 PBGA Package Pin List in Alphabetical Order

Signal Ball Signal Ball Signal Ball
VSS AB12 VSS AC11 PET_3_n AD10
VSS AB13 PER_3_n AC12 VSS AD11

VCC3P3 AB14 Reserved_N AC13 PER_3_p AD12
VSS AB15 VSS AC14 Reserved_N AD13
VSS AB16 Reserved_N AC15 VSS AD14

VCC3P3 AB17 Reserved_N AC16 Reserved_N AD15
VSS AB18 VSS AC17 Reserved_N AD16
VSS AB19 Reserved_N AC18 VSS AD17

VCC3P3 AB20 Reserved_N AC19 Reserved_N AD18
VSS AB21 VSS AC20 Reserved_N AD19

VCC3P3 AB22 Reserved_N AC21 VSS AD20

Reserved_N AB23 Reserved_N AC22 Reserved_N AD21
Reserved_N AB24 VSS AC23 Reserved_N AD22
VSS AC1 VSS AC24 VSS AD23
VSS AC2 Reserved_G AD1 Reserved_G AD24

2.4 Pullups/Pulldowns

The table below lists internal & external pull-up resistors and their functionality in different device
states. Each internal PUP has a nominal value of 100KQ, ranging from 50KQ to 150KQ.
The device states are defined as follows:

e Power-up = while 3.3V is stable, yet 1.0V isn’t

e Active = normal mode (not power up or disable)

e Disable = device disable (a.k.a. dynamic IDDQ - refer to Section 4.5)

Table 2-29 Pull-Up Resistors

Signal Name Power up5 Active Disable® External
PUP Comments PUP Comments PUP Comments
LAN_PWR_GOOD N N N PU
PE_WAKE_N N N N Y
PE_RST_N N N N N
FLSH_SI Y N Y N
FLSH_SO Y Y Y N
FLSH_SCK Y N Y N
FLSH_CE_N Y N Y N
EE_DI Y N Y N
EE_DO Y Y Y N
EE_SK Y N Y N
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Table 2-29 Pull-Up Resistors (Continued)
Signal Name Power up5 Active Disable® External
PUP Comments PUP Comments PUP Comments
EE_CS_N Y N Y N
SMBD N N N Y
SMBCLK N N N Y
SMBALRT_N N N N Y
NCSI_CLK_IN N Hiz N N PD (Note 1.)
NCSI_CLK_OUT N N N N
NCSI_CRS_DV N Hiz N N Y (Note 2.)
NCSI_RXD[1:0] N Hiz N N Y (Note 2.)
NCSI_TX_EN N Hiz N N PD (Note 1.)
NCSI_TXD[1:0] N Hiz N N PD (Note 1.)
Stable High
NCSI_ARB_OUT N N N output N
NCSI_ARB_IN N Hiz N (Note 7.) N (Note 7.)
May keep
. Until EEPROM state by
SDPO[3:0] Y Y done Y EEPROM N
control
May keep
. Until EEPROM state by
SDP1[3:0] Y Y done Y EEPROM N
control
Until EEPROM g’gi’ekssp
SDP2[3:0] Y Y done. Y EEPROM N
control
Until EEPROM ?tg\t/eks;fp
SDP3[3:0] Y Y done. Y EEPROM N
control
Must be
DEV_OFF_N Y N N connected on
board
Must be
MAIN_PWR_OK Y Y N connected on
board
Must be
SRDS_0_SIG_DET Y N N connected
externally
Must be
SRDS_1_SIG_DET Y N N connected
externally
Must be
SRDS_2_SIG_DET Y N N connected
externally
Must be
SRDS_3_SIG_DET connected
Y N N externally
Until EEPROM
SFPO_I2C_CLK done or if 12C ;
Y Y disable set in Y Yif12C
EEPROM
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Table 2-29 Pull-Up Resistors (Continued)

Signal Name Power up5 Active Disable® External
PUP Comments PUP Comments PUP Comments
Until EEPROM
SFPO_I2C_DATA done or if 12C
Y Y disable set in Y Y
EEPROM
Until EEPROM
SFP1_I2C_CLK done or if 12C ;
Y Y disable set in Y vif12C
EEPROM
Until EEPROM
SFP1_I2C_DATA done or if 12C
Y Y disable set in Y Y
EEPROM
Until EEPROM
done or if 12C
SFP2_I2C_CLK Y Y disable set in Y Y if 12C
EEPROM.
Until EEPROM
done or if 12C
SFP2_I2C_DATA Y Y disable set in Y Y
EEPROM
Until EEPROM
done or if 12C
SFP3_I2C_CLK Y Y disable set in Y Y if 12C
EEPROM.
Until EEPROM
done or if 12C
SFP3_I2C_DATA Y Y disable set in Y Y
EEPROM.
LEDO_O Y N N Hiz
LEDO_1 Y N N Hiz
LEDO_2 Y N N Hiz
LEDO_3 Y N N Hiz
LED1_O Y N N Hiz
LED1_1 Y N N Hiz
LED1_2 Y N N Hiz
LED1_3 Y N N Hiz
LED2_0O Y N N Hiz
LED2_1 Y N N Hiz
LED2_2 Y N N Hiz
LED2_3 Y N N Hiz
LED3_0 Y N N Hiz
LED3_1 Y N N Hiz
LED3_2 Y N N Hiz
LED3_3 Y N N Hiz
Connect to
RSVD_TE_VSS N N N ground
Y When
RSVD_JTP8 Y input Y
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Table 2-29 Pull-Up Resistors (Continued)

Signal Name Power up5 Active Disable® External
PUP Comments PUP Comments PUP Comments
JTCK N N N Y- Connect PD
JTDI N N N Y
JTDO N N N Y
JTMS N N N Y
RSRVD_JRST_3P3 N N N Y- Connect PU
PU or PD
AUX_PWR Y N N (note 3.)
Y when PU or PD
LANO_DIS_N Y input Y (note 4.)
Y when PU or PD
LAN1_DIS_N Y input Y (note 4.)
Y when PU or PD
LAN2_DIS_N Y input Y (note 4.)
Y when PU or PD
LAN3_DIS_N Y input Y (note 4.)
PU or PD
VR_EN N N N (note 8.)
RSVD_TP_3 (Note 10.) | Y Y when Y
- ) input
RSVD_TP_4 (Note 10.) |Y Y when v
- - ' input
Notes:
1. Should be pulled down if NC-SI interface is disabled.
2. Only if NC-SI is unused or set to multi drop configuration.
3. If Aux power is connected, should be pulled up, else should be pulled down.
4. If the specific function is disabled, should be pulled down, else should be pulled up.
5. Power up - LAN_PWR_GOOD = 0
6. Refer to Section 5.2.6 for description of Disable state.
7. If NC-SI Hardware arbitration is disabled via the NC-SI ARB Enable EEPROM bit (refer to Section 6.2.22), NCSI_ARB_IN pin is

pulled-up internally.
If SVR and LVR internal control circuitry is enabled should be pulled up, else should be pulled down or not connected

@

10. Signal exists only in 25x25 package.

2.5 Strapping

The following signals are used for static configuration. Unless otherwise stated, strapping options are
latched on the rising edge of LAN_PWR_GOOD, at power up, at in-band PCI Express reset and at
PE_RST_N assertion. At other times, they revert to their standard usage.

Table 2-30 Strapping Options

Purpose Pin Behavior Pull-up / Pull-down

When asserted LANO is disabled
LANO Disable LANO_DIS_N (refer to Section 4.4.3 and Internal pull-up
Section 4.4.4).

When asserted LAN1 is disabled
LAN1 Disable LAN1_DIS_N (refer to Section 4.4.3 and Internal pull-up
Section 4.4.4).
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Strapping Options (Continued)

Purpose

Pin

Behavior

Pull-up / Pull-down

LAN2 Disable

LAN2_DIS_N?!

When asserted LAN2 is disabled
(refer to Section 4.4.3 and
Section 4.4.4).

Internal pull-up

LAN3 Disable

LAN3_DIS_N!?

When asserted LANO is disabled
(refer to Section 4.4.3 and
Section 4.4.4).

Internal pull-up

AUX_PWR

AUX_PWR

0b - AUX power is not available
1b - AUX power is available

None

PClIe Function 0 Disable

SDPO_1

If the en_pin_pcie_func_dis EEPROM
bit is set to 1b, when pin is asserted
PCIe Function 0 is disabled (refer to
Section 4.4.4).

None

PCIe Function 1 Disable

SDP1_1

If the en_pin_pcie_func_dis EEPROM
bit is set to 1b, when pin is asserted
PCIe Function 1 is disabled (refer to
Section 4.4.4).

None

PCIe Function 2 Disable

spp2_11

If the en_pin_pcie_func_dis EEPROM
bit is set to 1b, when pin is asserted
PClIe Function 2 is disabled (refer to
Section 4.4.4).

None

PClIe Function 3 Disable

spp3_11

If the en_pin_pcie_func_dis EEPROM
bit is set to 1b, when pin is asserted
PClIe Function 3 is disabled (refer to
Section 4.4.4).

None

1. Only in 17x17 package.
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2.6 Interface Diagram

; FLSH_SO
PE_TXVTERM[3:0] FLSH S
PE_TRIM1 SPI Flash FLSH_SCK
PE_TRIM2 FLSH CE N
PE_WAKE_N EE_DO
PE_CLK_p/n PCI-E EE_DI
SPI EEPROM EE_SK
PET_[3:0]_p/n EE CS_N
PER_[3:0]_p/n
MDIO_[3:0]_p
PHY 0 MDIO_[3:0]_n
LAN_PWR_GOOD
PE_RST_N Reset
MAIN_PWR_OK ese
AUX_PWR / Power Down SERO_p/n
DEV_OFF_N / Power SerDes 0 SETO_p/n
LAN_DIS_n[3:0] indications SRDS_0_SIG_DET
—> SFPO_I2C_DATA
XTALY SFPO |+ SFPO_I2C_CLK

XTAL2 | 5 SDPO_[3.0]
LED/SDPO |, |EDO [3:0]
JTAG_TCK
JTAG_TDI ——
JTAG_TDO JTAG le—> MDI1_[3:0]_p
JTAG_TMS PHY 1 le+—> MDI1[3:0] n
SMBCLK
SMBD SMBus
SMBALRT_N SER1_p/n
SerDes 1 SET1_p/n
SRDS_1_SIG_DET
NCSI_RXD[1:0]
NCSI_CRS_DV | — > SFP1_I2C_DATA
NCSI_TXD[1:0] SFP1 | » SFP1_I2C_CLK
NCSI_TX_EN NC-SI
NCSI_CLK_IN ——> SDP1_[3:0]
NCSI_CLK_OUT LED/SDP 1 L > LED1[3:0]
RSVD_ATST_p/n
RSVD_TXCLK o PHY CSt—:‘rDes ——— SE_RSET
GEiREXT3K ommon ommon
MDI3_[3:0]_p [—> MDI2_[3:0]_p
MDI3_[3:0]_n PHY 3 PHY 2 [«—> MDI2_[3:0]_n
SER3_p/n SER3_p/n
SET3_p/n SerDes 3 SerDes 2 SET3_p/n
SRDS_3_SIG_DET: SRDS_3_SIG_DET
SFP3_I2C_DATA «—1 | —» SFP2_I2C_DATA
SFP3_12C_CLK <« SFP 3 SFP 2 | > SFP2_12C_CLK
SDP3_[3:0]«——»| —» SDP2_[3:0]
LED3:[[3:O]] LED/SDP 3 LED/SDP2 | | » |ED2 (3.0
VCC1PO_AGE (1.0V) VCC3P3_1(3.3V)
VCC3P3_A (3.3V) Chip-wide VCC3P3_2 (3.3V)
VCC3P3_AGE (3.3V) P VCC1PO0 (1.0V)
VCC1PO_ASE (1.0V) Power/grounds VCC1P8_PE_1 (1.8V)
VCC1PO_APE (1.0V) VCC1P8_PE_2(1.8V)
I
I
vss

Figure 2-1 I350 Interface Diagram

2.7 17x17 PBGA Package Ball-Out
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Figure 2-2 depicts a top view ball map of the 1350, in a 17x17 PBGA package. Refer to Section 11.7.2.1
for locating Al corner ball on package.

Ut

Figure 2-2 17x17 PBGA Package Ball-out
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2.8

25x25 PBGA Package Ball-Out

Figure 2-3 depicts a top view ball map of the 1350, in a 25x25 PBGA package. Refer to Section 11.7.2.1
for locating Al corner ball on package.
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Figure 2-3

25x25 PBGA Package Ball-out
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Interconnects

3.1

3.1.1

PCle

PCIe Overview

PClIe is a third generation I/O architecture that enables cost competitive next generation I/0O solutions
providing industry leading price/performance and features. It is an industry-driven specification.

PCle defines a basic set of requirements that encases the majority of the targeted application classes.
Higher-end applications' requirements, such as enterprise class servers and high-end communication
platforms, are encased by a set of advanced extensions that compliment the baseline requirements.

To guarantee headroom for future applications of PCle, a software-managed mechanism for introducing
new, enhanced, capabilities in the platform is provided. Figure 3-1 shows PCIe architecture.

Figure 3-1

Config/OS PCl.sys Compliant

S/W Preserve DriverModel

A
Advanced Xtensions '

Protocol
Common Base Protocol
Link Onfiguraie O
Physical i
(electrical Point'to point; serial; differential;
mechanical) hot -plug;, inter " -op) formfactors

PCIe Stack Structure
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PCle's physical layer consists of a differential transmit pair and a differential receive pair. Full-duplex
data on these two point-to-point connections is self-clocked such that no dedicated clock signals are
required. The bandwidth of this interface increases linearly with frequency.

The packet is the fundamental unit of information exchange and the protocol includes a message space
to replace the various side-band signals found on many buses today. This movement of hard-wired
signals from the physical layer to messages within the transaction layer enables easy and linear
physical layer width expansion for increased bandwidth.

The common base protocol uses split transactions and several mechanisms are included to eliminate
wait states and to optimize the reordering of transactions to further improve system performance.

3.1.1.1 Architecture, Transaction and Link Layer Properties

e Split transaction, packet-based protocol
e Common flat address space for load/store access (such as PCI addressing model)

— Memory address space of 32-bits to allow compact packet header (must be used to access
addresses below 4 GB)

— Memory address space of 64-bit using extended packet header
e Transaction layer mechanisms:
— PCI-X style relaxed ordering
— Optimizations for no-snoop transactions
¢ Credit-based flow control
e Packet sizes/formats:
— Maximum upstream (write) payload size of 512 Bytes
— Maximum downstream (read) payload size of 2 KBytes
¢ Reset/initialization:
— Frequency/width/profile negotiation performed by hardware
e Data integrity support
— Using CRC-32 for transaction layer packets
e Link layer retry for recovery following error detection
— Using CRC-16 for link layer messages
e No retry following error detection
— 8b/10b encoding with running disparity
e Software configuration mechanism:
— Uses PCI configuration and bus enumeration model
— PCle-specific configuration registers mapped via PCI extended capability mechanism
e Baseline messaging:
— In-band messaging of formerly side-band legacy signals (such as interrupts, etc.)
— System-level power management supported via messages
e Power management:
— Full support for PCI-PM
— Wake capability from D3cold state
— Compliant with ACPI, PCI-PM software model
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— Active state power management
Support for PCIe rev 2.0
— Support for completion time out
— Support for additional registers in the PCle capability structure.

3.1.1.2 Physical Interface Properties

Point to point interconnect

— Full-duplex; no arbitration
Signaling technology:

— Low Voltage Differential (LVD)

— Embedded clock signaling using 8b/10b encoding scheme
Serial frequency of operation: 5 Gbps (Gen2) or 2.5Gbps (Genl).
Interface width of x4, x2, or x1.

DFT and DFM support for high volume manufacturing

3.1.1.3 Advanced Extensions

PCIe defines a set of optional features to enhance platform capabilities for specific usage modes. The
1350 supports the following optional features:

Extended error reporting - messaging support to communicate multiple types/severity of errors.
Device serial number.
Completion timeout control.

TLP Processing Hints (TPH) - provides hints on a per transaction basis to facilitate optimized
processing of transactions that target Memory Space.

Latency Tolerance Reporting (LTR) - messaging support to communicate service latency
requirements for Memory Reads and Writes to the Root Complex.

3.1.2 Functionality - General

3.1.2.1 Native/Legacy

All I350 PCI functions are native PCIe functions.

3.1.2.2 Locked Transactions

The I350 does not support locked requests as target or master.
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3.1.3 Host Interface

3.1.3.1 Tag IDs

PCle device numbers identify logical devices within the physical device (the 1350 is a physical device).
The I350 implements a single logical device with up to four separate PCI functions: LAN O, LAN 1, LAN2
and LAN3. The device number is captured from each type 0 configuration write transaction.

Each of the PCle functions interfaces with the PCIe unit through one or more clients. A client ID
identifies the client and is included in the Tag field of the PCIe packet header. Completions always carry
the tag value included in the request to enable routing of the completion to the appropriate client.

Tag IDs are allocated differently for read and write. Messages are sent with a tag of 0x0.

3.1.3.1.1 TAG ID Allocation for Read Transactions

Table 3-1 lists the Tag ID allocation for read accesses. The tag ID is interpreted by hardware in order to
forward the read data to the required device.

Table 3-1 IDs in Read Transactions
Tag ID Description Comment
0x0 Data request 0
Ox1 Data request 1
0x2 Data request 2
0x3 Data request 3
0x4 Data request 4
0x5 Data request 5
0x6 Data request 6
0x7 Data request 7
0x8 Data request 8
0x9 Data request 9
OxA Data request 10
0xB Data request 11
0xC Data request 12
0xD Data request 13
OxE Data request 14
OxF Data request 15
0x10 Data request 16
Ox11 Data request 17
0x12 Data request 18
0x13 Data request 19
0x14 Data request 20
0x15 Data request 21
0x16 Data request 22
0x17 Data request 23
0x18 Descriptor Tx 0
0x19 Descriptor Tx 1
Ox1A Descriptor Tx 2
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Table 3-1 IDs in Read Transactions (Continued)

0x1B Descriptor Tx 3

0x1C Descriptor Rx 0

0x1D Descriptor Rx 1

Ox1E Descriptor Rx 2

Ox1F Descriptor Rx 3

3.1.3.1.2 TAG ID Allocation for Write Transactions

Request tag allocation depends on these system parameters:

DCA supported/not supported in the system (DCA_CTRL.DCA_DIS - refer to Section 8.13.4 for
details)

TPH enabled in the system.

DCA enabled/disabled for each type of traffic (TXCTL.TX Descriptor DCA EN, RXCTL.RX Descriptor
DCA EN, RXCTL.RX Header DCA EN, RXCTL.Rx Payload DCA EN).

TPH enabled or disabled for the specific type of traffic carried by the TLP (TXCTL.TX Descriptor TPH
EN, RXCTL.RX Descriptor TPH EN, RXCTL.RX Header TPH EN, RXCTL.Rx Payload TPH EN).

System type: Legacy DCA vs. DCA 1.0 (DCA_CTRL.DCA_MODE - refer to Section 8.13.4 for
details).

CPU ID (RXCTL.CPUID or TXCTL.CPUID).

3.1.3.1.2.1 Case 1 - DCA Disabled in the System:

Table 3-2 describes the write requests tags. Unlike read, the values are for debug only, allowing tracing
of requests through the system.

Table 3-2 IDs in Write Transactions, DCA Disabled Mode

Tag ID Description

0x0 - Ox1 Reserved

0x2 Tx descriptors write-back / Tx Head write-back
0x3 Reserved

0x4 Rx descriptors write-back

0x5 Reserved

0x6 Write data

0x7 - 0x1D Reserved

Ox1E MSI and MSI-X

Ox1F Reserved

3.1.3.1.2.2 Case 2 - DCA Enabled in the System, but Disabled for the

Request:

Legacy DCA platforms - If DCA is disabled for the request, the tags allocation is identical to the case
where DCA is disabled in the system. Refer to Table 3-2 above.

DCA 1.0 platforms - All write requests have a tag value of 0x00.
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Note: When in DCA 1.0 mode, messages and MSI/MSI-x write requests are sent with the no-hint
tag.

3.1.3.1.2.3 Case 3 - DCA Enabled in the System, DCA Enabled for the
Request:

e Legacy DCA Platforms: the request tag is constructed as follows:
— Bit[0] - DCA Enable
— Bits[3:1] - The CPU ID field taken from the CPUID[2:0] bits of the RXCTL or TXCTL registers
— Bits[7:4] - Reserved

e DCA 1.0 Platforms: the request tag (all 8 bits) is taken from the CPUID field of the RXCTL or TXCTL
registers

3.1.3.1.2.4 Case 4 - TPH Enabled in the System, TPH Enabled for the
Request:

e The request tag (all 8 bits) is taken from the CPUID field of the adequate register or context as
described in Table 7-60.

3.1.3.2 Completion Timeout Mechanism

In any split transaction protocol, there is a risk associated with the failure of a requester to receive an
expected completion. To enable requesters to attempt recovery from this situation in a standard
manner, the completion timeout mechanism is defined.

The completion timeout mechanism is activated for each request that requires one or more completions
when the request is transmitted. The 1350 provides a programmable range for the completion timeout,
as well as the ability to disable the completion timeout altogether. The completion timeout is
programmed through an extension of the PCle capability structure (refer to Section 9.5.6.12).

The 1350’s reaction in case of a completion timeout is defined in Table 3-12.

The 1350 controls the following aspects of completion timeout:
¢ Disabling or enabling completion timeout.
¢ Disabling or enabling re-send of a request on completion timeout.
e A programmable range of re-sends on completion timeout, if re-send enabled.
e A programmable range of timeout values.

e Programming the behavior of completion timeout is summarized in Table 3-12. System software
may configure completion timeout independently per each LAN function.

Table 3-3 Completion Timeout Programming

Capability Programming capability
Completion Timeout Enabling Controlled through PCI Device Control 2 configuration register.
Resend Request Enable Loaded from the EEPROM into the GCR register.
Number of re-sends on timeout Controlled through GCR register.
Completion Timeout Period Controlled through PCI Device Control 2 configuration register.
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Completion Timeout Enable - Programmed through the PCI Device Control 2 configuration register. The
default is: Completion Timeout Enabled.

Resend Request Enable - The Completion Timeout Resend EEPROM bit (loaded to the
Completion_Timeout_Resend bit in the PCIe Control register (GCR) enables resending the request
(applies only when completion timeout is enabled). The default is to resend a request that timed out.

Number of re-sends on timeout - Programmed through the Number of resends field in the GCR register.
The default value of resends is 3.

3.1.3.2.1 Completion Timeout Period
Programmed through the PCI Device Control 2 configuration register (refer to Section 9.5.6.12). The
1350 supports all ranges defined by PCle v2.1 (2.5GT/s and 5GT/s).

A memory read request for which there are multiple completions are considered completed only when
all completions have been received by the requester. If some, but not all, requested data is returned
before the completion timeout timer expires, the requestor is permitted to keep or to discard the data
that was returned prior to timer expiration.

Note: The Completion Timeout Value must be programmed correctly in PCIe configuration space (in
Device Control 2 Register); the value must be set above the expected maximum latency for
completions in the system in which the 1350 is installed. This will ensure that the 1350
receives the completions for the requests it sends out, avoiding a completion timeout
scenario. It is expected that the system BIOS will set this value appropriately for the system.

3.1.4 Transaction Layer

The upper layer of the PCle architecture is the transaction Layer. The transaction layer connects to the
1350 core using an implementation specific protocol. Through this core-to-transaction-layer protocol,
the application-specific parts of the I350 interact with the PCle subsystem and transmit and receive
requests to or from the remote PCle agent, respectively.

3.1.4.1 Transaction Types Accepted by the I350
Table 3-4 Transaction Types Accepted by the Transaction Layer
. Tx Later Hardware Should Keep Data .
Transaction Type FC Type Reaction From Original Packet For Client
Configuration Read NPH CPLH + CPLD R ter ID, TAG, Attrib Confi i
Request + equester ID, , Attribute onfiguration space
Configuration Write NPH + NPD | CPLH R ID, TAG, Attrib Configurati
Request + equester ID, , Attribute onfiguration space
Memory Read Request NPH CPLH + CPLD Requester ID, TAG, Attribute CSR
+
Memory Write Request Eg - - CSR
10 Read Request NPH CPLH + CPLD Requester ID, TAG, Attribute CSR
I0 Write Request NPH + NPD CPLH Requester ID, TAG, Attribute CSR
Read completions CPLH + CPLD |- - DMA
Message PH - - Message Unit / PM

Flow control types:
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e PH - Posted request headers

e PD - Posted request data payload

e NPH - Non-posted request headers

e NPD - Non-posted request data payload
e CPLH - Completion headers

e CPLD - Completion data payload

3.1.4.1.1 Configuration Request Retry Status

PCIe supports devices requiring a lengthy self-initialization sequence to complete before they are able
to service configuration requests. This is the case for the I350 where initialization is long due to the
EEPROM read operation following reset.

If the read of the PCle section in the EEPROM was not completed and the I350 receives a configuration
request, the 1350 responds with a configuration request retry completion status to terminate the
request, and thus effectively stall the configuration request until the subsystem has completed local
initialization and is ready to communicate with the host.

3.1.4.1.2 Partial Memory Read and Write Requests

The 1350 has limited support of read and write requests when only part of the byte enable bits are set
as described later in this section.

Partial writes to the MSI-X table are supported. All other partial writes are ignored and silently dropped.

Zero-length writes have no internal impact (nothing written, no effect such as clear-by-write). The
transaction is treated as a successful operation (no error event).

Partial reads with at least one byte enabled are answered as a full read. Any side effect of the full read
(such as clear by read) is applicable to partial reads also.

Zero-length reads generate a completion, but the register is not accessed and undefined data is
returned.
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3.1.4.2 Transaction Types Initiated by the 1350
Table 3-5 Transaction Types Initiated by the Transaction Layer
Transaction type Payload Size FC Type From Client
Configuration Read Request Completion Dword CPLH + CPLD Configuration space
Configuration Write Request Completion - CPLH Configuration space
I/0 Read Request Completion Dword CPLH + CPLD CSR
I/O Write Request Completion - CPLH CSR
Read Request Completion Dword/Qword CPLH + CPLD CSR
Memory Read Request - NPH DMA
Memory Write Request <= MAX_PAYLOAD_SIZE PH + PD DMA
Message - PH INT / PM / Error Unit / LTR

Note: MAX_PAYLOAD_SIZE supported is loaded from EEPROM (128 bytes, 256 bytes or 512 bytes). IF ARI capability is not
exposed, the effective MAX_PAYLOAD_SIZE is defined for each PCI function according to configuration space register of
this function. If ARI capability is exposed, effective MAX_PAYLOAD_SIZE is defined for all PCI functions according to
configuration space register of function zero

3.1.4.2.1 Data Alignment

Requests must never specify an address/length combination that causes a memory space access to
cross a 4KB boundary. The 1350 breaks requests into 4KB-aligned requests (if heeded). This does not
pose any requirement on software. However, if software allocates a buffer across a 4KB boundary,
hardware issues multiple requests for the buffer. Software should consider limiting buffer sizes and
base addresses to comply with a 4KB boundary in cases where it improves performance.

The general rules for packet alignment are as follows:

1. The length of a single request should not exceed the PCIe limit of MAX_PAYLOAD_SIZE for write
and MAX_READ_REQ for read.

2. The length of a single request does not exceed the I1350’s internal limitation.

3. A single request should not span across different memory pages as noted by the 4 KB boundary
previously mentioned.

Note: The rules apply to all 1350 requests (read/write, snoop and no snoop).

If a request can be sent as a single PCle packet and still meet rules 1-3, then it is not broken at a
cache-line boundary (as defined in the PCIe Cache line size configuration word), but rather, sent as a
single packet (motivation is that the chipset might break the request along cache-line boundaries, but
the 1350 should still benefit from better PCle utilization). However, if rules 1-3 require that the request
is broken into two or more packets, then the request is broken at a cache-line boundary.

3.1.4.2.2 Multiple Tx Data Read Requests (MULR)

The I350 supports 24 pipelined requests for transmit data on all ports. In general, the 24 requests
might belong to the same packet or to consecutive packets to be transmitted on a single LAN port or on
multiple LAN ports. However, the following restriction applies:

o All requests for a packet are issued before a request is issued for a consecutive packet
Read requests can be issued from any of the supported queues, as long as the restriction is met.
Pipelined requests might belong to the same queue or to separate queues. However, as previously

noted, all requests for a certain packet are issued (from same queue) before a request is issued for a
different packet (potentially from a different queue or LAN port).
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The PCle specification does not ensure that completions for separate requests return in-order. Read
completions for concurrent requests are not required to return in the order issued. The 1350 handles
completions that arrive in any order. Once all completions arrive for a given request, the I350 might
issue the next pending read data request.

e The I350 incorporates a re-order buffer to support re-ordering of completions for all requests. Each
request/completion can be up to 2 KBytes long. The maximum size of a read request is defined as
the minimum {2KB, Max_Read_Request_Size}.

In addition to the 24 pipeline requests for transmit data, the 1350 can issue up to 4 read requests for all
ports (either for a single port or for multiple LAN ports) to fetch transmit descriptors and 4 read
requests for all ports (either for a single LAN port or for multiple LAN ports) to fetch receive descriptors.
The requests for transmit data, transmit descriptors, and receive descriptors are independently issued.
Each descriptor read request can fetch up to 16 descriptors for reception and 24 descriptors for
transmission.

3.1.4.3 Messages

3.1.4.3.1 Message Handling by the I350 (as a Receiver)
Message packets are special packets that carry a message code.
The upstream device transmits special messages to the I350 by using this mechanism.

The transaction layer decodes the message code and responds to the message accordingly.

Table 3-6 Supported Messages in the I350 (as a Receiver)
cl\odc?:s[a79:8] Routing r2rir0 Message Device later response

0x14 100 PM_Active_State_ NAK Internal signal set

0x19 011 PME_Turn_Off Internal signal set

0x50 100 Slot power limit support (has one Dword data) Silently drop

OX7E 010,011,100 Vendor_defined type 0 no data Unsupported request !

Ox7E 010,011,100 Vendor_defined type 0 data Unsupported request !

Ox7F 010,011,100 Vendor_defined type 1 no data Silently drop

Ox7F 010,011,100 Vendor_defined type 1 data Silently drop

0x00 011 Unlock Silently drop

1. No Completion is expected for this type of packets

3.1.4.3.2 Message Handling by the I350 (as a Transmitter)

The transaction layer is also responsible for transmitting specific messages to report internal/external
events (such as interrupts and PMEs).

Table 3-7 Supported Message in the I350 (as a Transmitter)
Message code .
_ Routing r2rir0 Message
[7:0]
0x20 100 Assert INT A
0x21 100 Assert INT B
0x22 100 Assert INT C
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Table 3-7 Supported Message in the I350 (as a Transmitter) (Continued)

0x23 100 Assert INT D
0x24 100 De-assert INT A
0x25 100 De-assert INT B
0x26 100 De-assert INT C
0x27 100 De-Assert INT D
0x30 000 ERR_COR

0x31 000 ERR_NONFATAL
0x33 000 ERR_FATAL
0x18 000 PM_PME

0x1B 101 PME_TO_ACK
0x10 100 Latency Tolerance Reporting (LTR)
3.1.4.4 Ordering Rules

The I350 meets the PCle ordering rules (PCI-X rules) by following the PCI simple device model:

e Deadlock avoidance - Master and target accesses are independent. The response to a target access
does not depend on the status of a master request to the bus. If master requests are blocked, such
as due to no credits, target completions might still proceed (if credits are available).

e Descriptor/data ordering - The I350 does not proceed with some internal actions until respective
data writes have ended on the PCle link:

— The I350 does not update an internal header pointer until the descriptors that the header
pointer relates to are written to the PCle link.

— The I350 does not issue a descriptor write until the data that the descriptor relates to is written
to the PCle link.

The 1350 might issue the following master read request from each of the following clients:

¢ Rx Descriptor Read (up to 4 for all LAN ports)
e Tx Descriptor Read (up to 4 for all LAN ports)
e Tx Data Read (up to 24 for all LAN ports)

Completion of separate read requests are not guaranteed to return in order. Completions for a single
read request are guaranteed to return in address order.

3.1.4.4.1 Out of Order Completion Handling
In a split transaction protocol, when using multiple read requests in a multi processor environment,

there is a risk that completions arrive from the host memory out of order and interleaved. In this case,
the 1350 sorts the request completions and transfers them to the Ethernet in the correct order.

3.1.4.5 Transaction Definition and Attributes

3.1.4.5.1 Max Payload Size

The 1350 policy to determine Max Payload Size (MPS) is as follows:

e Master requests initiated by the I350 (including completions) limits MPS to the value defined for the
function issuing the request.
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e Target write accesses to the 1350 are accepted only with a size of one Dword or two Dwords. Write
accesses in the range of (three Dwords, MPS, etc.) are flagged as UR. Write accesses above MPS
are flagged as malformed.

Refer to Section 2.2.2 - TLPs with Data Payloads - Rules of the PCle base specification.

3.1.4.5.2 Relaxed Ordering

The 1350 takes advantage of the relaxed ordering rules in PCle. By setting the relaxed ordering bit in
the packet header, the I350 enables the system to optimize performance in the following cases:

e Relaxed ordering for descriptor and data reads: When the 1350 emits a read transaction, its split
completion has no ordering relationship with the writes from the CPUs (same direction). It should
be allowed to bypass the writes from the CPUs.

¢ Relaxed ordering for receiving data writes: When the 1350 issues receive DMA data writes, it also
enables them to bypass each other in the path to system memory because software does not
process this data until their associated descriptor writes complete.

e The I350 cannot relax ordering for descriptor writes, MSI/MSI-X writes or PCle messages.

Relaxed ordering can be used in conjunction with the no-snoop attribute to enable the memory
controller to advance non-snoop writes ahead of earlier snooped writes.

Relaxed ordering is enabled in the 1350 by clearing the RO_DIS bit in the CTRL_EXT register. Actual
setting of relaxed ordering is done for LAN traffic by the host through the DCA registers.

3.1.4.5.3 Snoop Not Required

The 1350 sets the Snoop Not Required attribute bit for master data writes. System logic might provide
a separate path into system memory for non-coherent traffic. The non-coherent path to system
memory provides higher, more uniform, bandwidth for write requests.

Note: The Snoop Not Required attribute does not alter transaction ordering. Therefore, to achieve
maximum benefit from Snoop Not Required transactions, it is advisable to set the relaxed
ordering attribute as well (assuming that system logic supports both attributes). In fact,
some chipsets require that relaxed ordering is set for no-snoop to take effect.

Global no-snoop support is enabled in the I350 by clearing the NS_DIS bit in the CTRL_EXT register.
Actual setting of no snoop is done for LAN traffic by the host through the DCA registers.

3.1.4.5.4 No Snoop and Relaxed Ordering for LAN Traffic

Software might configure non-snoop and relax order attributes for each queue and each type of
transaction by setting the respective bits in the RXCTRL and TXCTRL registers.

Table 3-8 lists Software configuration for the No-Snoop and Relaxed Ordering bits for LAN traffic when
I/OAT 2 is enabled.

Table 3-8 LAN Traffic Attributes

Transaction No-Snoop Relaxed Ordering Comments
Rx Descriptor Read N Y
Rx Descriptor Write-Back N N Relaxed ordering must never be used

for this traffic.

Refer to Note 1 below and

Rx Data Write Y Y Section 3.1.4.5.4.1

Rx Replicated Header N Y
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Table 3-8 LAN Traffic Attributes (Continued)

Tx Descriptor Read

Tx Descriptor Write-Back
Tx TSO Header Read
Tx Data Read

=z z|z| =z
<| <| <| <

Note:
1. Rx payload no-snoop is also conditioned by the NSE bit in the receive descriptor. Refer to Section 3.1.4.5.4.1.

3.1.4.5.4.1 No-Snoop Option for Payload

Under certain conditions, which occur when I/OAT is enabled, software knows that it is safe to transfer
(DMA) a new packet into a certain buffer without snooping on the front-side bus. This scenario typically
occurs when software is posting a receive buffer to hardware that the CPU has not accessed since the
last time it was owned by hardware. This might happen if the data was transferred to an application
buffer by the I/OAT DMA engine.

In this case, software should be able to set a bit in the receive descriptor indicating that the 1350
should perform a no-snoop DMA transfer when it eventually writes a packet to this buffer.

When a non-snoop transaction is activated, the TLP header has a non-snoop attribute in the
Transaction Descriptor field.

This is triggered by the NSE bit in the receive descriptor. Refer to Section 7.1.4.2.

3.1.4.5.5 TLP processing Hint (TPH)

The TPH bit can be set to provide information to the root complex about the cache in which the data
should be stored or from which the data should be read as described in Section 7.7.2.

TPH is enabled via the TPH Requester Enable field in the TPH control register of the configuration space
(refer to Section 9.6.5.3). Setting of the TPH bit for different type of traffic is described in Table 7-60.

3.1.4.6 Flow Control

3.1.4.6.1 I350 Flow Control Rules

The I350 implements only the default Virtual Channel (VCO0). A single set of credits is maintained for
VCO.

Table 3-9 Allocation of FC Credits

Credit Type Operations Number Of Credits

Target Write (one unit) 16 credit units to support tail write at wire

Posted R t Head PH
osted Request Header (PH) Message (one unit) speed.

Target Write (Length/16 bytes=1)

MAX_PAYLOAD_SIZE/16
Message (one unit) - - /

Posted Request Data (PD)

Target Read (one unit)
Non-Posted Request Header (NPH) Configuration Read (one unit)
Configuration Write (one unit)

Four units (to enable concurrent target
accesses to all LAN ports).

Non-Posted Request Data (NPD) Configuration Write (one unit) Four units.
Completion Header (CPLH) Read Completion (N/A) Infinite (accepted immediately).
Completion Data (CPLD) Read Completion (N/A) Infinite (accepted immediately).
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Rules for FC updates:

e The I350 maintains four credits for NPD at any given time. It increments the credit by one after the
credit is consumed and sends an UpdateFC packet as soon as possible. UpdateFC packets are
scheduled immediately after a resource is available.

e The I350 provides four credits for PH (such as for four concurrent target writes) and four credits for
NPH (such as for four concurrent target reads). UpdateFC packets are scheduled immediately after
a resource becomes available.

e The I350 follows the PCIe recommendations for frequency of UpdateFC FCPs.

3.1.4.6.2 Upstream Flow Control Tracking

The 1350 issues a master transaction only when the required FC credits are available. Credits are
tracked for posted, non-posted, and completions (the later to operate with a switch).

3.1.4.6.3 Flow Control Update Frequency
In any case, UpdateFC packets are scheduled immediately after a resource becomes available.

When the link is in the LO or LOs link state, Update FCPs for each enabled type of non-infinite FC credit
must be scheduled for transmission at least once every 30 ys (-0%/+50%), except when the Extended
Sync bit of the Control Link register is set, in which case the limit is 120 ps (-0%/+50%).

3.1.4.6.4 Flow Control Timeout Mechanism

The 1350 implements the optional FC update timeout mechanism.

The mechanism is activated when the Link is in LO or LOs Link state. It uses a timer with a limit of
200ps (-0%/+50%), where the timer is reset by the receipt of any Init or Update FCP. Alternately, the
timer may be reset by the receipt of any DLLP.

After timer expiration, the mechanism instructs the PHY to re-establish the link (via the LTSSM recovery
state).

3.1.4.7 Error Forwarding

If a TLP is received with an error-forwarding trailer (Poisoned TLP received), the transaction may either
be resent or dropped and not delivered to its destination, depending on the GCR.Completion Timeout
resend enable bit and the GCR.Number of resends field. If the re-sends were unsuccessful or if re-send
is disabled, the 1350 does not initiate any additional master requests for that PCI function until it
detects an internal reset or a software reset for the associated LAN. Software is able to access device
registers after such a fault.

System logic is expected to trigger a system-level interrupt to inform the operating system of the
problem. The operating system can then stop the process associated with the transaction, re-allocate
memory instead of the faulty area, etc.
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3.1.5 Data Link Layer

3.1.5.1 ACK/NAK Scheme

The 1350 will send ACK/NAK immediately in the following cases:
1. NAK needs to be sent.
2. ACK for duplicate packet
3. ACK/NAK before low power state entry

In all other cases, the I350 will schedule ACK transmission according to time-outs specified in the PCle
specification (depends on link speed, link width, and max_payload_size).

3.1.5.2 Supported DLLPs

The following DLLPs are supported by the I350 as a receiver:
Table 3-10 DLLPs Received by the 1350

DLLP type Remarks
Ack
Nak
PM_Request_Ack
InitFC1-P Virtual Channel 0 only
InitFC1-NP Virtual Channel 0 only
InitFC1-Cpl Virtual Channel 0 only
InitFC2-P Virtual Channel 0 only
InitFC2-NP Virtual Channel 0 only
InitFC2-Cpl Virtual Channel 0 only
UpdateFC-P Virtual Channel 0 only
UpdateFC-NP Virtual Channel 0 only
UpdateFC-Cpl Virtual Channel 0 only
The following DLLPs are supported by the 1350 as a transmitter:
Table 3-11 DLLPs Initiated by the I350
DLLP type Remarks
Ack
Nak
PM_Enter_L1

PM_Enter_L23

PM_Active_State_Request_L1

InitFC1-P

Virtual Channel 0 only

InitFC1-NP Virtual Channel 0 only
InitFC1-Cpl Virtual Channel 0 only
InitFC2-P Virtual Channel 0 only
InitFC2-NP Virtual Channel 0 only
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Table 3-11 DLLPs Initiated by the I350 (Continued)

DLLP type Remarks
InitFC2-Cpl Virtual Channel 0 only
UpdateFC-P Virtual Channel 0 only
UpdateFC-NP Virtual Channel 0 only

Note: UpdateFC-Cpl is not sent because of the infinite FC-Cpl allocation.

3.1.5.3 Transmit EDB Nullifying

In case of a necessity to re-train, there is a need to guarantee that no abrupt termination of the Tx
packet happens. For this reason, early termination of the transmitted packet is possible. This is done by
appending an EDB (EnD Bad symbol) to the packet.

3.1.6 Physical Layer

3.1.6.1 Link Speed

The 1350 supports 2.5GT/s and 5GT/s link speeds. The following PCle configuration bits define the link
speed:

e Max Link Speed bit in the Link CAP register — Indicates the link speed supported by the 1350 as
determined by the Disable PCle Gen 2 bit in the PCle PHY Auto Configuration EEPROM section.

e Link Speed bit in the Link Status register — Indicates the negotiated Link speed.

e Target Link Speed bit in the Link Control 2 register — used to set the target compliance mode
speed when software is using the Enter Compliance bit to force a link into compliance mode. The
default value is determined by the Disable PCle Gen 2 bit in the PCle PHY Auto Configuration
EEPROM section.

The I350 does not initiate a hardware autonomous speed change and as a result the Hardware
Autonomous Speed Disable bit in the PCle Link Control 2 register is hardwired to Ob.

The 1350 supports entering compliance mode at the speed indicated in the Target Link Speed field in
the PCle Link Control 2 register. Compliance mode functionality is controlled via the Enter Compliance
bit in the PCle Link Control 2 register.

3.1.6.2 Link Width

The I350 supports a maximum link width of x4, x2, or x1 as determined by the Disable Lane bits in the
PCle PHY Auto Configuration EEPROM section.

The max link width is loaded into the Maximum Link Width field of the PCle Capability register
(LCAP[11:6]). The hardware default is x4 link.

During link configuration, the platform and the I350 negotiate on a common link width. The link width
must be one of the supported PCle link widths (x1, x2, x4), such that:

e If Maximum Link Width = x4, then the I350 negotiates to either x4, x2 or x1.1

1. See restriction in Section 3.1.6.6.
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e If Maximum Link Width = x2, then the I350 negotiates to either x2 or x1.
e If Maximum Link Width = x1, then the I350 only negotiates to x1.

3.1.6.3 Polarity Inversion

If polarity inversion is detected, the receiver must invert the received data.

During the training sequence, the receiver looks at Symbols 6-15 of TS1 and TS2 as the indicator of
lane polarity inversion (D+ and D- are swapped). If lane polarity inversion occurs, the TS1 Symbols 6-
15 received are D21.5 as opposed to the expected D10.2. Similarly, if lane polarity inversion occurs,
Symbols 6-15 of the TS2 ordered set are D26.5 as opposed to the expected D5.2. This provides clear
indication of lane polarity inversion.

3.1.6.4 LOs Exit latency

The number of FTS sequences (N_FTS) sent during L1 exit, can be loaded from the EEPROM.

3.1.6.5 Lane-to-Lane De-Skew

A multi-lane link might have many sources of lane to lane skew. Although symbols are transmitted
simultaneously on all lanes, they cannot be expected to arrive at the receiver without lane-to-lane
skew. The lane-to-lane skew can include components, which are less than a bit time, bit time units
(400/200 ps for 2.5/5 Gbps), or full symbol time units (4 ns) of skew caused by the re-timing
repeaters' insert/delete operations. Receivers use TS1 or TS2 or Skip Ordered Sets (SOS) to perform
link de-skew functions.

The I350 supports de-skew of up to 12 symbol times (48 ns for 2.5 GbpS link rate and 24 ns for 5Gbps
link rate).

3.1.6.6 Lane Reversal

The following lane reversal modes are supported (see Figure 3-2):
¢ Lane configuration of x4, x2, and x1.
e Lane reversal in x4, x2 and in x1.
¢ Degraded mode (downshift) from x4 to x2 to x1 and from x2 to x1, with one restriction - if lane
reversal is executed in x4, then downshift is only to x1 and not to x2.

Note: The restriction requires that a x2 interface to the I350 must connect to lanes 0 and 1 on the
1350. The PCle Card Electromechanical specification does not allow to route a x2 link to a
wider connector. Therefore, a system designer is not allowed to connect a x2 link to lanes 2
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and 3 of a PCIe connector. It is also recommended that when used in x2 mode on a NIC, the
I350 is connected to lanes 0 and 1 of the NIC.

Lane Reversal in x4 Mode

Reversal

x

H
&
)
-
=
-~
B

v
X2 n x4 downgrade to x1
\
x4 downgrade to x1
v

x1 [3]2]1]0] [o]1]2]s]

47
47

Lane Reversal in x1 Mode

Reversal
xt [ x[x|x]o] LIESENES

Figure 3-2 Lane Reversal Supported Modes

|

3.1.6.7 Reset

The PCIe PHY can supply core reset to the I350. The reset can be caused by two sources:
1. Upstream move to hot reset - Inband Mechanism (LTSSM).
2. Recovery failure (LTSSM returns to detect).
3. Upstream component moves to Disable.

3.1.6.8 Scrambler Disable

The scrambler/de-scrambler functionality in the I350 can be eliminated by the two Upstream according
to the PCle specification.
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3.1.7 Error Events and Error Reporting

3.1.7.1 Mechanism in General

PClIe defines two error reporting paradigms: the baseline capability and the Advanced Error Reporting
(AER) capability. The baseline error reporting capabilities are required of all PCle devices and define the
minimum error reporting requirements. The AER capability is defined for more robust error reporting
and is implemented with a specific PCle capability structure.

Both mechanisms are supported by the I1350.

Also the SERR# Enable and the Parity Error bits from the legacy Command register take part in the
error reporting and logging mechanism.

In a multi-Function device, PCI Express errors that are not related to any specific Function within the
device, are logged in the corresponding status and logging registers of all functions in that device.
These include the following cases of Unsupported Request (UR):

e A memory or I/O access that does not match any BAR for any function
e Messages.
e Configuration accesses to a non-existent function.

3.1.7.2 Error Events

Table 3-12 lists the error events identified by the I350 and the response in terms of logging, reporting,
and actions taken. Consult the PCIe specification for the effect on the PCI Status register.

Table 3-12 Response and Reporting of PCIe Error Events

Error Name Error Events Default Severity Action
PHY errors
Receiver error 8b/10b decode errors Correctable. TLP to initiate NAK and drop data.
Packet framing error Send ERR_CORR DLLP to drop.
Data link errors
e Bad CRC

Bad TLP « Not legal EDB Correctable. TLP to initiate NAK and drop data.

Send ERR_CORR
e Wrong sequence number

Correctable.
Bad DLLP e Bad CRC Send ERR_CORR DLLP to drop.

. . - Correctable.
Replay timer timeout e REPLAY_TIMER expiration Send ERR_CORR Follow LL rules.

Correctable.
REPLAY NUM rollover e REPLAY NUM rollover Send ERR_CORR Follow LL rules.

e Violations of Flow Control

Data link layer Initialization Protocol Uncorrectable. Follow LL rules
protocol error e Reception of NACK/ACK with no | Send ERR_FATAL '
corresponding TLP
TLP errors
Poisoned TLP Uncorrectable. A poisoned completion is ignored and the
ved e TLP with error forwarding ERR_NONFATAL request can be retried after timeout. If
receive Log header enabled, the error is reported.
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Response and Reporting of PCIe Error Events

(Continued)

Error Name

Error Events

Default Severity

Action

Unsupported
Request (UR)

e Wrong config access
e MRdLk
e Configuration request type 1

e Unsupported vendor Defined
type 0 message

e Not valid MSG code
e Not supported TLP type
e Wrong function number

e Received TLP outside address
range

Uncorrectable.
ERR_NONFATAL
Log header

Send completion with UR.

Completion timeout

e Completion timeout timer
expired

Uncorrectable.
ERR_NONFATAL

Error is non-fatal (default case)
e Send error message if advisory

e Retry the request once and send
advisory error message on each
failure

e If fails, send uncorrectable error
message

Error is defined as fatal
e Send uncorrectable error message

Completer abort

e Received target access with
data size > 64-bit

Uncorrectable.
ERR_NONFATAL
Log header

Send completion with CA.

Unexpected
completion

e Received completion without a
request for it (tag, ID, etc.)

Uncorrectable.
ERR_NONFATAL
Log header

Discard TLP.

Receiver overflow

e Received TLP beyond allocated
credits

Uncorrectable.
ERR_FATAL

Receiver behavior is undefined.

Flow control protocol
error

e Minimum initial flow control
advertisements

e Flow control update for infinite
credit advertisement

Uncorrectable.
ERR_FATAL

Receiver behavior is undefined. The 1350
doesn’t report violations of Flow Control
initialization protocol

Malformed TLP (MP)

e Data payload exceed
Max_Payload_Size

e Received TLP data size does not
match length field

e TD field value does not
correspond with the observed
size

e Power management messages
that doesn’t use TCO.

e Usage of unsupported VC.

Uncorrectable.
ERR_FATAL
Log header

Drop the packet and free FC credits.

Completion with
unsuccessful

No action (already done
by originator of

Free FC credits.

completion status completion).

When byte count isn't compatible

with the length field and the actual

expected complet_ion I_ength._ For The 1350 doesn't check for this error and
Byte count integrity in g)\ﬁgr]g)l?’a?c:gﬁefrgshlisslfo,ogut the | No action accepts these packets.

completion process.

byte count field that indicates how
many bytes are still expected is
smaller than 40, which is not
reasonable.

This may cause a completion timeout
condition.
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3.1.7.3 Error Forwarding (TLP poisoning)

If a TLP is received with an error-forwarding trailer, the transaction can be re-sent a number of times
as programmed in the GCR register. If transaction still fails the packet is dropped and is not delivered
to its destination. The 1350 then reacts as described in Table 3-12.

The 1350 does not initiate any additional master requests for that PCI function until it detects an
internal software reset for associated LAN port. Software is able to access device registers after such a
fault.

System logic is expected to trigger a system-level interrupt to inform the operating system of the
problem. Operating systems can then stop the process associated with the transaction, re-allocate
memory instead of the faulty area, etc.

3.1.7.4 ECRC

The 1350 supports End to End CRC (ECRC) as defined in the PCle spec. The following functionality is
provided:

e Insertion of ECRC in all transmitted TLPs:

— The I350 indicates support for insertion of ECRC in the ECRC Generation Capable bit of the PCle
configuration registers. This bit is loaded from the ECRC Generation EEPROM bit.

— Insertion of ECRC is enabled by the ECRC Generation Enable bit of the PCle configuration
registers.

e ECRC is checked on all incoming TLPs. A packet received with an ECRC error is dropped. Note that
for completions, a completion timeout will occur later (if enabled), which would result in re-issuing
the request.

— The I350 indicates support for ECRC checking in the ECRC Check Capable bit of the PCle
configuration registers. This bit is loaded from the ECRC Check EEPROM bit.

— Checking of ECRC is enabled by the ECRC Check Enable bit of the PCle configuration registers.
e ECRC errors are reported.
e System SW may configure ECRC independently per each LAN function.

3.1.7.5 Partial Read and Write Requests

Partial Memory Accesses

The 1350 has limited support of reads and writes requests with only part of the byte enable bits set:
e Partial writes with at least one byte enabled are silently dropped.

e Zero-length writes has no internal impact (nothing written, no effect such as clear-by-write). The
transaction is treated as a successful operation (no error event).

e Partial reads with at least one byte enabled are handled as a full read. Any side effect of the full
read (such as clear by read) is also applicable to partial reads.

e Zero-length reads generate a completion, but the register is not accessed and undefined data is
returned.

The 1350 does not generate an error indication in response to any of the above events.

Partial I/O Accesses

e Partial access on address
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— A write access is discarded
— A read access returns OxFFFF
e Partial access on data, where the address access was correct
— A write access is discarded
— A read access performs the read

3.1.7.6 Error Pollution

Error pollution can occur if error conditions for a given transaction are not isolated on the error's first
occurrence. If the Physical layer detects and reports a receiver error, to avoid having this error
propagate and cause subsequent errors at upper layers the same packet is not signaled at the data link
or transaction layers.

Similarly, when the data link layer detects an error, subsequent errors that occur for the same packet
are not signaled at the transaction layer.

3.1.7.7 Completion with Unsuccessful Completion Status

A completion with unsuccessful completion status is dropped and not delivered to its destination. An
interrupt is generated to indicate unsuccessful completion.

3.1.7.8 Error Reporting Changes

The Rev. 1.1 specification defines two changes to advanced error reporting. A new Role-Based Error
Reporting bit in the Device Capabilities register is set to 1b to indicate that these changes are
supported by the I350. These changes are:

1. Setting the SERR# Enable bit in the PCI Command register also enables UR reporting (in the same
manner that the SERR# Enable bit enables reporting of correctable and uncorrectable errors). In
other words, the SERR# Enable bit overrides the UR Error Reporting Enable bit in the PCle Device
Control register.

2. Changes in the response to some uncorrectable non-fatal errors, detected in non-posted requests
to the I350. These are called advisory Non-fatal error cases. For each of the errors that follow, the
following behavior is defined:

a. The Advisory Non-Fatal Error Status bit is set in the Correctable Error Status register to indicate
the occurrence of the advisory error and the Advisory Non-Fatal Error Mask corresponding bit in
the Correctable Error Mask register is checked to determine whether to proceed further with
logging and signaling.

b. If the Advisory Non-Fatal Error Mask bit is clear, logging proceeds by setting the corresponding
bit in the Uncorrectable Error Status register, based upon the specific uncorrectable error that's
being reported as an advisory error. If the corresponding uncorrectable error bit in the
Uncorrectable Error Mask register is clear, the First Error Pointer and Header Log registers are
updated to log the error, assuming they are not still occupied by a previously unserviced error.

c. An ERR_COR message is sent if the Correctable Error Reporting Enable bit is set in the Device
Control register. An ERROR_NONFATAL message is not sent for this error.

The following uncorrectable non-fatal errors are considered as advisory non-fatal Errors:

e A completion with an Unsupported Request or Completer Abort (UR/CA) status that signals an
uncorrectable error for a non-posted request. If the severity of the UR/CA error is non-fatal, the
completer must handle this case as an advisory non-fatal error.
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e When the requester of a non-posted request times out while waiting for the associated completion,
the requester is permitted to attempt to recover from the error by issuing a separate subsequent
request, or to signal the error without attempting recovery. The requester is permitted to attempt
recovery zero, one, or multiple (finite) times, but must signal the error (if enabled) with an
uncorrectable error message if no further recovery attempts are made. If the severity of the
completion timeout is non-fatal and the requester elects to attempt recovery by issuing a new
request, the requester must first handle the current error case as an advisory non-fatal error.

e Reception of a poisoned TLP. Refer to Section 3.1.7.3.

e When a receiver receives an unexpected completion and the severity of the unexpected completion
error is non-fatal, the receiver must handle this case as an advisory non-fatal error.

3.1.7.9 Completion with Completer Abort (CA)

A DMA master transaction ending with a Completer Abort (CA) completion causes all PCIe master
transactions to stop; the PICAUSE.ABR bit is set and an interrupt is generated if the appropriate mask
bits are set. To enable PCle master transactions following reception of a CA completion, software issues
an FLR to the right function or a PCI reset to the device and re-initializes the function(s).

Note: Asserting CTRL.DEV_RST Flushes any pending transactions on the PCle and reset’s all ports.

3.1.8 PCIe Power Management

Described in Section 5.4.1 - Power Management.

3.1.9 PCIe Programming Interface

Described in Section 9 - PCle Programming Interface

3.2 Management Interfaces
The 1350 contains two possible interfaces to an external BMC.

e SMBus

e NC-SI
3.2.1 SMBus

SMBus is an optional interface for pass-through and/or configuration traffic between an external BMC
and the I350. The SMBus channel behavior and the commands used to configure or read status from
the 1350 are described in Section 10.5.

The I350 also enables reporting and controlling the device using the MCTP protocol over SMBus. The
MCTP interface will be used by the BMC to only control the NIC and not for pass through traffic. All
network ports are mapped to a single MCTP endpoint on SMBus. For information, refer to Section 10.7.
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3.2.1.1 Channel Behavior

The SMBus specification defines a maximum frequency of 100 KHz. However, the SMBus interface can
be activated up to 400 KHz without violating any hold and setup time.

SMBus connection speed bits define the SMBus mode. Also, SMBus frequency support can be defined
only from the EEPROM.

3.2.2 NC-SI

The NC-SI interface in the I350 is a connection to an external BMC defined by the DMTF NC-SI protocol.
It operates as a single interface with an external BMC, where all traffic between the 1350 and the BMC
flows through the interface.

The 1350 supports the standard DMTF NC-SI protocol for both pass-through and control traffic as
defined in Section 10.6.

3.2.2.1 Electrical Characteristics

The 1350 complies with the electrical characteristics defined in the NC-SI specification.

The 1350 NC-SI behavior is configured on power-up in the following manner:

e The I350 provides an NC-SI clock output if defined by the NC-SI Output Clock Disable EEPROM bit
(Section 6.2.22). The default value is to use an external clock source as defined in the NC-SI
specification.

e The output driver strength for the NC-SI_CLK_OUT pad is configured by the NC-SI Clock Pad Drive
Strength bit (default = 0b) in the Functions Control EEPROM word (refer to Section 6.2.22).

e The output driver strength for the NC-SI output signals (NC-SI_DV & NC-SI_RX) is configured by
the EEPROM NC-SI Data Pad Drive Strength bit (default = 0b; refer to Section 6.2.22).

e The Multi-Drop NC-SI EEPROM bit (refer to Section 6.3.7.3) defines the NC-SI topology (point-to-
point or multi-drop; the default is multi-drop).

The 1350 can provide an NC-SI clock output as previously mentioned. The NC-SI clock input (NC-
SI_CLK_IN) serves as an NC-SI input clock in either case. That is, if the I350 provides an NC-SI output
clock, the platform is required to route it back through the NC-SI clock input with the correct latency.
Refer to Chapter 11, “Electrical/Mechanical Specification” for details.

The I350 dynamically drives its NC-SI output signals (NC-SI_DV and NC-SI_RX) as required by the
sideband protocol:
e On power-up, the I350 floats the NC-SI outputs except for NCSI_CLK_OUT.

e If the I350 operates in point-to-point mode, then the 1350 starts driving the NC-SI outputs some
time following power-up.

e If the I350 operates in a multi-drop mode, the 1350 drives the NC-SI outputs as configured by the
BMC.

3.2.2.2 NC-SI Transactions

The NC-SI link supports both pass-through traffic between the BMC and the I350 LAN functions, as well
as configuration traffic between the BMC and the 1350 internal units as defined in the NC-SI protocol.
Refer to Section 10.6.2for information.
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3.3 Flash / EEPROM

3.3.1 EEPROM Interface

3.3.1.1 General Overview

The I350 uses an EEPROM device for storing product configuration information. The EEPROM is divided
into three general regions:

e Hardware accessed - Loaded by the 1350 after power-up, PCI reset de-assertion,
D3 ->D0 transition, or a software-commanded EEPROM read (CTRL_EXT.EE_RST).

e Manageability firmware accessed - Loaded by the I350 in pass-through mode after power-up or
firmware reset.

e Software accessed - Used only by software. The meaning of these registers, as listed here, is a
convention for software only and is ignored by the I350.

Table 3-13 lists the structure of the EEPROM image in the 1350.
Table 3-13 EEPROM Structure

Address Content
0x0 - 0x9 LAN 0 MAC address and software area
OxA - Ox2F LAN 0 and Common hardware area
0x30 - Ox3E PXE area
Ox3F Software Checksum, for Words 0x00 - Ox3E
0x40 - Ox4F Software area
0x50 - Ox7F FW pointers
0x80 -OxBF LAN 1 hardware area (with SW checksum in OxBF)
0xCO - OxFF LAN 2 hardware area (with SW checksum in OxFF)
0x100 - Ox13F LAN 3 hardware area (with SW checksum in 0x13F)

Firmware structures

VPD area

CSR and Analog configuration (PCIe/PHY/PLL/SerDes structures)

The EEPROM mapping is described in Chapter 6.

3.3.1.2 EEPROM Device

The EEPROM interface supports an SPI interface and expects the EEPROM to be capable of 2 MHz
operation.

The I350 is compatible with various sizes of 4-wire serial EEPROM devices. If pass-through mode
functionality is desired, up to 256 Kbits serial SPI compatible EEPROM can be used. If no manageability
mode is desired, a 128 Kbit (16 Kbyte) serial SPI compatible EEPROM can be used. All EEPROM's are
accessed in 16-bit words although the EEPROM interface is designed to also accept 8-bit data accesses.
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The 1350 automatically determines the address size to be used with the SPI EEPROM it is connected to
and sets the EEPROM address size field of the EEPROM/FLASH Control and Data register
(EEC.EE_ADDR_SIZE) field appropriately. Software can use this size to determine how to access the
EEPROM. The exact size of the EEPROM is determined within one of the EEPROM words.

Note: The different EEPROM sizes have two differing numbers of address bits (8 bits or 16 bits), and
therefore must be accessed with a slightly different serial protocol. Software must be aware
of this if it accesses the EEPROM using direct access.

3.3.1.3 HW Initial Load Process.

Upon power on reset or PCle reset, the I350 reads the global device parameters from the EEPROM
including all the parameters impacting the content of the PCle configuration space. Upon a software
reset to one of the ports (CTRL.RST set to 1), a partial load is done of the parameters relevant to the
port where the software reset occurred. Upon a software reset to all ports (CTRL.DEV_RST = 1) a
partial load is done of the parameters relevant to all ports. Table 3-14 lists the words read in each
EEPROM auto-read sequence. During full load after power-on all hardware related EEPROM words are
loaded. Following a software reset only a subset of the hardware related EEPROM words are loaded. For
details of the content of each word - refer to Chapter 6.

Notes:
1. LANx_start parameter in Table 3-14 relates to start of LAN related EEPROM section where:
— LANO_start = 0x0
— LAN1_start = 0x80
— LANZ2_start = 0xCO
— LAN3_start = 0x100

2. In the Dual port SKU and 25x25 package SKU EEPROM words related to ports 2 and 3 are not read
during the Auto-load sequence.

Table 3-14 EEPROM Auto-Load Sequence

swt swt swt swt
Full Load Full Load
EEPROM Word EEPROM Word (Power- No MGMT reset reset reset reset
Address up) (PCI RST) port O port 1 port 2 port 3
p Load Load Load Load
EEPROM sizing and protected ox124 Y Y Y Y v v
fields
PCIe PHY Auto Configuration
Pointer and PCle PHY Auto 0x10 Y
Configuration structures.
CSR Auto Configuration Power-Up
LANO 0x027 Y
CSR Auto Configuration Power-Up LAN1 start + 0x27 Y
LAN1
CSR Auto Configuration Power-Up LAN2_ start + 0x27 Y
LAN2
CSR Auto Configuration Power-Up LAN3_ start + 0x27 Y
LAN3
Init Control 1 0x0A Y Y
PCIe init configuration 1 0x18 Y Y
PClIe init configuration 2 0x19 Y Y
PClIe init configuration 3 Ox1A Y Y
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Table 3-14 EEPROM Auto-Load Sequence (Continued)
swi swi swi swt
EEproM Word EEPROMWONd | (bower |NomGHT |Ieset |reset, |reset |reset
up) (PCI RST) Load Load Load Load
PCIe control 1 0x1B Y Y
PCle control 2 0x28 Y Y
PCle control 3 0x29 Y Y
Functions control 0x21 Y Y
Device Rev ID Ox1E Y Y
PCIe L1 Exit latencies 0x14 Y Y
Egrl]?igcggtpi)cljennon timeout 0x15 v v
Subsystem ID2 0x0B
Subsystem Vendor ID? 0x0C
Device ID - LAN 03 0x0D

Device ID - LAN 17

LAN1_start + Ox0D

Device ID - LAN 23

LAN2_start + 0x0D

Device ID - LAN 33

LAN3_start + 0x0D

Vendor ID - LAN 03 0x0E
Dummy function device ID3 0x1D
MSI-X configuration LAN O 0x16

MSI-X configuration LAN 1

LAN1_start + 0x16

MSI-X configuration LAN 2

LAN2_start + 0x16

MSI-X configuration LAN 3

LAN3_start + 0x16

LAN power consumption 0x22

VPD Pointer to table 0x2F

VPD table entry ID TAG ID STRING

VPD read or write area TAG VPD TAG 1

VPD read or write area length VPD TAG 1 LENGTH
VPD read or write area TAG VPD TAG 2

VPD read or write area length

VPD TAG 2 LENGTH

VPD end TAG

VPD END

Init Control 3 LAN O

0x24

Init Control 3 LAN 1

LAN1_start + 0x24

Init Control 3 LAN 2

LAN2_start + 0x24

Init Control 3 LAN 3

LAN3_start + 0x24

LEDCTL 1 default LAN O

0x1C

LEDCTL O default LAN O

Ox1F

LEDCTL 1 default LAN 1

LAN1_start + O0x1C

LEDCTL O default LAN 1

LAN1_start + Ox1F

LEDCTL 1 3 default LAN 2

LAN2_start + 0x1C

LEDCTL 0 2 default LAN 2

LAN2_start + Ox1F

LEDCTL 1 3 default LAN 3

LAN3_start + 0x1C

LEDCTL 0 2 default LAN 3

LAN3_start + Ox1F

End of read only area

0x2C

Start of read only area

0x2D

<| <| <| <| <| <| <| <| <| <| <| <| <| <| <| <| <| <| <| <| <| <| <| <| <| <| <| <| <| <| <| <| <| <

<| =<| =<| <| <| <| <| <| <| <| <| <| <| <| <| <| <| <| <| <| <| <| <| <| <| <| <| <| <| <| <| <| <| <
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Table 3-14 EEPROM Auto-Load Sequence (Continued)
swi sw? sw? swi
Full Load Full Load
EEPROM Word reset reset reset reset
EEPROM Word Address SIPc))wer- '(“:c'rngT) port 0 port 1 port2 |[port3
p Load Load Load Load

I/0 Virtualization (IOV) Control 0x25
IOV Device ID 0x26 Y Y
PCIe reset Configuration Pointer
and PCIe reset CSR Auto 0x23 Y Y
Configuration structures - LAN 0
PCIe reset Configuration Pointer
and PCle reset CSR Auto LAN1_start + 0x23 Y Y
Configuration structures - LAN 1
PCIe reset Configuration Pointer
and PCIe reset CSR Auto LAN2_start + 0x23 Y Y
Configuration structures - LAN 2
PCIe reset Configuration Pointer
and PCIe reset CSR Auto LAN3_start + 0x23 Y Y
Configuration structures - LAN 3

Port 0 Only Load
Init Control 4 LAN O 0x13 Y Y
Init Control 2 LAN O O0xO0F Y Y Y
Ethernet address byte 2-1 - LAN 0 | 0x00 Y Y Y
Ethernet address byte 4-3 - LAN 0 | 0x01 Y Y Y
Ethernet address byte 6-5 - LAN 0 | 0x02 Y Y Y
Software defined pins control -
LANO 0x20 Y Y Y
SW Reset CSR Auto Configuration
Pointer and SW Reset CSR Auto 0x17 Y Y Y
Configuration structures - LANO
Watchdog Configuration 0x2E Y Y Y

Port 1 Only Load
Init Control 4 LAN 1 LAN1_start + Ox13 Y Y
Init Control 2 LAN 1 LAN1_start + OxOF Y Y Y
Ethernet address byte 2-1 - LAN 1 | LAN1_start + 0x00 Y Y Y
Ethernet address byte 4-3 - LAN 1 | LAN1_start + 0x01 Y Y Y
Ethernet address byte 6-5 - LAN 1 | LAN1_start + 0x02 Y Y Y
Software defined pins control - LAN1_start + 0x20 Y Y Y
LAN1
SW Reset CSR Auto Configuration
Pointer and SW Reset CSR Auto LAN1_start + Ox17 Y Y Y
Configuration structures - LAN1
Watchdog Configuration 0x2E Y Y Y

Port 2 Only Load
Init Control 4 LAN 2 LAN2_start + Ox13 Y Y
Init Control 2 LAN 2 LAN2_start + OxOF Y Y Y
Ethernet address byte 2-1 - LAN 2 | LAN2_start + 0x00 Y Y Y
Ethernet address byte 4-3 - LAN 2 | LAN2_start + 0x01 Y Y Y
Ethernet address byte 6-5 - LAN 2 | LAN2_start + 0x02 Y Y Y
EXthzware defined pins control - LAN2_start + 0x20 Y Y v
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Table 3-14 EEPROM Auto-Load Sequence (Continued)

swi sw? sw? sw?
Full Load Full Load
EEPROM Word reset reset reset reset

EEPROM Word Address ‘(JP(;wer- (NF?CI;I(;DS/I_;_T) port 0 port 1 port 2 port 3

P Load Load Load Load
SW Reset CSR Auto Configuration
Pointer and SW Reset CSR Auto LAN2_start + 0x17 Y Y Y
Configuration structures - LAN2
Watchdog Configuration 0x2E Y Y Y

Port 3 Only Load
Init Control 4 LAN 3 LAN3_start + 0x13 Y Y
Init Control 2 LAN 3 LAN3_start + OxOF Y Y Y
Ethernet address byte 2-1 - LAN 3 | LAN3_start + 0x00 Y Y Y
Ethernet address byte 4-3 - LAN 3 | LAN3_start + 0x01 Y Y Y
Ethernet address byte 6-5 - LAN 3 | LAN3_start + 0x02 Y Y Y
Software defined pins control - LAN3_start + 0x20 v Y v
LAN3
SW Reset CSR Auto Configuration
Pointer and SW Reset CSR Auto LAN3_start + 0x17 Y Y Y
Configuration structures - LAN3
Watchdog Configuration 0x2E Y Y Y
Management Section?

Management Pass Through LAN ox11 Y
Configuration Pointer - LANO
Management Pass Through LAN
Configuration Pointer - LAN1 CANLESESFESSOxLL Y
Management Pass Through LAN
Configuration Pointer - LAN2 LAN2_start + Ox11 Y
Management Pass Through LAN
Configuration Pointer - LAN3 LAN3_start + Ox11 Y

1. Upon assertion of CTRL.DEV_RST by software partial load of parameters relevant to all ports is done. Assertion of
CTRL_EXT.EE_RST causes load of per port parameters similar to CTRL.RST.

2. Loaded only if load subsystem ID bit is set

3. Loaded only if load device ID bit is set

4. EEPROM words listed under Management Section are also loaded following Firmware Reset in addition to word 0x12 (read by HW).

3.3.1.4 Software Accesses

The 1350 provides two different methods for software access to the EEPROM. It can either use the built-
in controller to read the EEPROM or access the EEPROM directly using the EEPROM's 4-wire interface.

In addition, the VPD area of the EEPROM can be accessed via the VPD capability structure of the PCle.

Software can use the EEPROM Read (EERD) register to cause the 1350 to read a word from the EEPROM
that the software can then use. To do this, software writes the address to read to the Read Address
(EERD.ADDR) field and simultaneously writes a 1b to the Start Read bit (EERD.START). The 1350 reads
the word from the EEPROM, sets the Read Done bit (EERD.DONE), and places the data in the Read Data
field (EERD.DATA). Software can poll the EEPROM Read register until it sees the Read Done bit set and
then uses the data from the Read Data field. Any words read this way are not written to the I350's
internal registers.

Software can also directly access the EEPROM's 4-wire interface through the EEPROM/Flash Control
(EEC) register. It can use this for reads, writes, or other EEPROM operations.
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To directly access the EEPROM, software should follow these steps:
1. Take ownership of the EEPROM Semaphore bit as described in Section 4.7.1.
2. Write a 1b to the EEPROM Request bit (EEC.EE_REQ).

3. Poll the EEPROM Grant bit (EEC.EE_GNT) until it becomes 1b. It remains Ob as long as the
hardware is accessing the EEPROM.

4. Write or read the EEPROM using the direct access to the 4-wire interface as defined in the EEPROM/
Flash Control and Data (EEC) register. The exact protocol used depends on the EEPROM placed on
the board and can be found in the appropriate datasheet.

5. Write a Ob to the EEPROM Request bit (EEC.EE_REQ) to enable EEPROM access by other drivers.

Notes: If direct access via the EEPROM’s 4-wire interface to a read protected area is attempted, the
I350 blocks the access and sets the EEC.EE_BLOCKED bit. To clear the block condition and
enable further access to the EEPROM software should write 1b to the EEC.EE_CLR_ERR bit.

Following execution of an EEPROM write operation using direct access software should verify
that the write operation has completed and EEPROM status is ready before clearing the
EEC.EE_REQ and EEC.EE_GNT bits.

Finally, software can cause the 1350 to re-read the per-function hardware accessed fields of the
EEPROM (setting the I350's internal registers appropriately similar to software reset) by writing a 1b to
the EEPROM Reset bit of the Extended Device Control register (CTRL_EXT.EE_RST).

Note: If the EEPROM does not contain a valid signature (refer to Section 3.3.1.5), the I350 assumes
16-bit addressing. In order to access an EEPROM that requires 8-bit addressing, software
must use the direct access mode.

3.3.1.5 EEPROM Detection and Signature Field

The 1350 supports detection of EEPROM existence following power-up and detection of a valid EEPROM
image via the EEPROM signature field in the Sizing and Protected Fields EEPROM word (refer to
Section 6.2.9).

3.3.1.5.1 EEPROM Detection

The I350 will check if an EEPROM is connected following power-up by sending a get status command to
the EEPROM. If the EEPROM response is correct, the 1350 will set the EEC.EE_DET bit to 1b. If EEPROM
status received is incorrect, the 1350 assumes that there is no EEPROM connected, clears the
EEC.EE_DET bit to Ob and works in EEPROM-less mode. The 1350 will not attempt any further EEPROM
auto-load operations as defined in Section 3.3.1.3 if the EEC.EE_DET bit is cleared to Ob after
attempting an auto-load operation following power-up. Even if an EEPROM with a valid image is later
connected, the I350 will not attempt an auto-read until a full power-up cycle is performed.

Note: When an incorrect EEPROM status is read after power-up the EEPROM is still accessible to
software via the EERD register or by issuing bit banging operations using the EEC register,
however EEPROM auto-load following reset as defined in Section 3.3.1.3 is not executed.

3.3.1.5.2 Detection of Valid EEPROM Image

Following the various resets before executing an EEPROM auto-load operation as defined in

Section 3.3.1.3 the I350 determines if a valid EEPROM image is present by first reading the EEPROM
signature in the Sizing and Protected Fields EEPROM word at address 0x12. It checks the signature
value in bits 15 and 14 of the EEPROM word. If bit 15 is Ob and bit 14 is 1b, it considers the EEPROM
image valid, the EEC.EE_PRES bit is set to 1 to indicate that a valid signature was detected and
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additional EEPROM words are read to program its internal registers as defined in Section 3.3.1.3.
Otherwise, it ignores the value read from the EEPROM Sizing and Protected Fields word at address
0x12, clears the EEC.EE_PRES bit to 0 and does not read any other words as part of the auto-load
process.

Note: Following the various resets the 1350 executes an EEPROM auto-load operation as defined in
Section 3.3.1.3 if bit 15 in the EEPROM Sizing and Protected Fields word is read as 1b or bit
14 is read as Ob, the I350 assumes that the EEPROM image is not valid and does not continue
the auto-load process. If a valid image is later programmed, the 1350 will attempt to do an
auto-load operation following the various reset assertions and set the EEC.EE_PRES bit is set
to 1 if a valid signature is read.

3.3.1.6 Protected EEPROM Space

The 1350 provides a mechanism for a hidden area in the EEPROM to the host. The hidden area cannot
be accessed (read or written to) via the EEPROM registers in the CSR space. It can be accessed only by
the manageability subsystem. This area is located at the end of the EEPROM memory. its size is defined
by the HEPSize field in EEPROM word 0x12.

Note: Current I350 manageability firmware does not use any hidden area protected by the HEPSize
mechanism.

A mechanism to protect part of the EEPROM from host writes and the VPD area from host writes is also
provided. This mechanism is controlled by words 0x2D and 0x2C that define the start and the end of
the read-only area and bit 4 (enable protection) of EEPROM word 0x12 that enables the mechanism.

3.3.1.6.1 Initial EEPROM Programming

In most applications, initial EEPROM programming is done directly on the EEPROM pins. Nevertheless, it
is desired to enable existing software utilities (accessing the EEPROM via the host interface) to initially
program the entire EEPROM without breaking the protection mechanism. Following a power-up
sequence, the I350 reads the hardware initialization words in the EEPROM. If the signature in word
0x12 does not equal 01b, the EEPROM is assumed as non-programmed. There are two outcomes of a
non-valid signature:

e The I350 does not read any further EEPROM data and sets the relevant registers to default.
e The I350 enables access to any location in the EEPROM via the EEPROM EERD and ECC registers.

3.3.1.6.2 Activating the Protection Mechanism

Following initialization, the 1350 reads the EEPROM and turns on the protection mechanism if word
0x12 contains a valid signature (equals 01b) and bit 4 (enable protection) of word 0x12 is set. Once the
protection mechanism is turned on, words 0x12, 0x2C, 0x2D and 0x2F (VPD pointer) become write-
protected, the area that is defined by word 0x12 becomes hidden (read/write protected) and the area
defined by words 0x2C and 0x2D and the VPD area becomes write protected.

* No matter what is designated as the read only protected area, words 0x30:0x3F (used by PXE
driver) are writable, unless the area is defined as hidden or is part of the VPD area.

3.3.1.6.3 Non Permitted Accessing to Protected Areas in the EEPROM
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This paragraph refers to EEPROM accesses via the EEC (bit banging) or EERD (parallel read access)
registers. Following a write access to the protected areas in the EEPROM, hardware responds properly
on the PCle interface but does not initiate any access to the EEPROM. Following a read access to the
hidden area in the EEPROM (as defined by word 0x12), hardware does not access the EEPROM and
returns meaningless data to the host.

Note: Using bit banging, the SPI EEPROM can be accessed in a burst mode. For example, providing
op-code, address, and then read or write data for multiple bytes. Hardware inhibits any
attempt to access the protected EEPROM locations even in burst accesses.

Software should not access the EEPROM in a burst-write mode starting in a non-protected
area and continue to a protected one. In such a case it is not guaranteed that the write
access to any area ever takes place.

3.3.1.7 EEPROM Recovery

The EEPROM contains fields that if programmed incorrectly might affect the functionality of the 1350.
The impact can range from an incorrect setting of some function (such as LED programming), via
disabling of entire features (such as no manageability) and link disconnection, to the inability to access
the 1350 via the regular PCle interface.

The 1350 implements a mechanism that enables recovery from a faulty EEPROM no matter what the
impact is, using an SMBus message that instructs firmware to invalidate the EEPROM.

This mechanism uses a SMBus message that the firmware is able to receive in all modes when a
EEPROM with a valid signature is detected, no matter what the content of the EEPROM is (even in
diagnostic mode). After receiving this kind of message, firmware clears EEPROM in word 0x12 together
with the signature (bits 15/14 to 00b). Afterwards, the BIOS/operating system initiates a reset to force
an EEPROM auto-load process that fails in order to enable access to the I350. At this stage software can
now re-program the EEPROM using the EEC register (refer to Section 3.3.1.4).

Firmware is programmed to receive such a command only from a PCle reset until one of the functions
changes its status from DOu to DOa. Once one of the functions moves to DOa, it can be safely assumed
that the I350 is accessible to the host and there is no further need for this function. This reduces the
possibility of malicious software using this command as a back door and limits the time firmware must
be active in hon-manageability mode.

The command is sent on a fixed SMBus address of 0xC8. The format of the command is the SMBus
Block write as follows:

Table 3-15 Command Format

Function Command Byte Count Data Byte

Release EEPROM 0xC7 0x01 OxAA

Notes:
1. This solution requires a controllable SMBus connection to the I350.

2. If more than one I350 part is in a state to accept this command, all of the devices in this state will
respond with an ACK to this command and accept it. A device with one of its ports in DOa should
not respond with an ACK to this command if not in DOu state.

3. The I350 is guaranteed to accept the command on the SMBus interface and on address 0xC8. If one
of the functions is not in DOu state, the 1350 will not accept the command and will return a NACK.
If the firmware has a station address, it may answer on this address also. If the SMBus address is
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different from OxC8 or the station address, then the 1350 disregards the command but an ACK is
returned.

4. When one of the functions is not in DOu state the NACK is sent at end of the command. A ACK is
always returned after the address.

5. After receiving a release EEPROM command, firmware should keep its current state. It is the
responsibility of the programmer that is updating the EEPROM to send a firmware reset (if required)
after the full EEPROM update process completes.

3.3.1.8 EEPROM-Less Support

The I350 supports EEPROM-less operation with the following limitations:

* Non-manageability mode only.

e No support for legacy Wake on LAN (magic packets).

¢ No support for Flash storage of option ROM code (such as PXE) on a NIC.

e No legacy option ROM support (PXE, iSCSI Boot, etc.) is available on NIC or LOM.
e No support for serial ID PCle capability.

e The EEPROM images released by Intel contains a set of configuration defaults overrides. All
initialization values usually taken from the EEPROM should be done by the host driver.

3.3.1.8.1 Access to the EEPROM Controlled Feature

The EEARBC register (refer to Section 8.4.5) enables access to registers that are not accessible via
regular CSR access (such as PCIe configuration read-only registers) by emulating the auto-read
process. EEARBC contains six strobe fields that emulate the internal strobes of the internal auto-read
process. This register is common to all functions and should be accessed only after verifying that it's
not being accessed by other functions.

Writing to one of the EEPROM words is executed in two steps:

1. Write 0x0 to the EEARBC register.

2. Program the EEARBC register with the EEPROM address (EEARBC.ADDR), Data to be written
(EEARBC.DATA) and set the relevant Strobe bits (EEARBC.VALID_*) as defined in Table 3-16.

Table 3-16 lists the strobe to be used when emulating a read of a specific word of the EEPROM auto-
read feature.

Table 3-16 Strobes for EEARBC Auto-Read Emulation

EEPROM Word

Emulated (In Hex) Content Port O Strobe Port 1 Strobe Port 2 Strobe Port 3 Strobe
0:2 MAC address VALID_COREO N/A N/A N/A
LAN1_start + 0:2 N/A VALID_CORE1 N/A N/A
LAN2_start + 0:2 N/A N/A VALID_CORE2 N/A
LAN3_start + 0:2 N/A N/A N/A VALID_CORE3

0A

Init control 1

VALID_COREO

VALID_CORE1

VALID_CORE2

VALID_CORE3

0B/0C/0OE!

Sub-system device and
vendor

VALID_COMMON

VALID_COMMON

VALID_COMMON

VALID_COMMON

1E/1D?

Dummy device ID, Rev
ID

VALID_COMMON

VALID_COMMON

VALID_COMMON

VALID_COMMON

21

Function control

VALID_COMMON

VALID_COMMON

VALID_COMMON

VALID_COMMON
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Strobes for EEARBC Auto-Read Emulation (Continued)

EEPROM Word
Emulated (In Hex)

Content

Port O Strobe

Port 1 Strobe

Port 2 Strobe

Port 3 Strobe

0D? Device ID port 0 VALID_COREO N/A N/A N/A
LAN1_start + 0D? Device ID port 1 N/A VALID_CORE1 N/A N/A
LAN2_start + oD? Device ID port 2 N/A N/A VALID_CORE2 N/A
LAN3_start + oD? Device ID port 3 N/A N/A N/A VALID_CORE3
20 SDP control LAN 0 VALID_COREO N/A N/A N/A
LAN1_start + 20 SDP control LAN 1 N/A VALID_CORE1 N/A N/A
LAN2_start + 20 SDP control LAN 2 N/A N/A VALID_CORE2 N/A
LAN3_start + 20 SDP control LAN 3 N/A N/A N/A VALID_CORE3
0F/24/13 Init control 2/3/4 VALID_COREO N/A N/A N/A
LAN1_start + OF/24/13 | Init control 3/4 N/A VALID_CORE1 N/A N/A
LAN2_start + OF/24/13 | Init control 3/4 N/A N/A VALID_CORE2 N/A
LAN3_start + OF/24/13 | Init control 3/4 N/A N/A N/A VALID_CORE3
14/15%/16/18/19/1A/ | b1o 2nd NC-SI

55/22/25/2628/29/2A/ configuration VALID_COMMON | VALID_COMMON | VALID_COMMON | VALID_COMMON
1C/1F* LED control port 0 VALID_COREO N/A N/A N/A
LAN1_start + 1C/1F* LED control port 1 N/A VALID_CORE1 N/A N/A
LAN2_start + 1C/1F* LED control port 2 N/A N/A VALID_CORE2 N/A
LAN3_start + 1C/1F4 LED control port 3 N/A N/A N/A VALID_CORE3

2E4

Watchdog configuration

VALID_COREO

VALID_CORE1

VALID_CORE2

VALID_CORE3

2F°

VPD area

N/A

N/A

N/A

N/A

—-

word OxA is set.

AN

If word OxA was accessed before the subsystem

or subvendor ID are set, care must be taken that the load Subsystem IDs bit in

If word OxA was accessed before one of the device IDs is set, care must be taken that the load Device IDs bit in word OXA is set.
For the write of EEPROM word 0x15 to take effect a software reset needs to be issued following the write.
Part of the parameters that can be configured through the EEARBC register can be directly set through regular registers and thus

usage of this mechanism is not needed for them. Specifically, words 0x1C, 0x1F and Ox2E control parameters that can be set
through regular registers.

5. In EEPROM-less mode VPD is not supported.

3.3.2

Shared EEPROM

The 1350 uses a single EEPROM device to configure hardware default parameters for all LAN devices,
including Ethernet Individual Addresses (IA), LED behaviors, receive packet filters for manageability,
wake-up capability, etc. Certain EEPROM words are used to specify hardware parameters that are LAN
device-independent (such as those that affect circuit behavior). Other EEPROM words are associated
with a specific LAN device. All LAN devices access the EEPROM to obtain their respective configuration

settings.

3.3.2.1

EEPROM Deadlock Avoidance

The EEPROM is a shared resource between the following clients:

¢ Hardware auto-read.

e Port O LAN driver accesses.

e Port 1 LAN driver accesses.

e Port 2 LAN driver accesses.
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e Port 3 LAN driver accesses.
e Firmware accesses.

All clients can access the EEPROM using parallel access, where hardware implements the actual access
to the EEPROM. Hardware can schedule these accesses so that all clients get served without starvation.

However, software and hardware clients can access the EEPROM using bit banging. In this case, there
is a request/grant mechanism that locks the EEPROM to the exclusive usage of one client. If this client
is stuck (without releasing the lock), the other clients are not able to access the EEPROM. In order to
avoid this, the 1350 implements a timeout mechanism, which releases ownership of a client that didn't
toggle the EEPROM bit-bang interface for more than two seconds. When the timeout mechanism is
activated the EEC.EE_REQ and EEC.EE_GNT bits of the offending port are cleared. To initiate a new bit
banging access SW will need to re-assert the EEC.EE_REQ bit. The EEPROM deadlock avoidance
mechanism is enabled when the Deadlock Timeout Enable bit in the Initialization Control Word 1
EEPROM word is set to 1.

Note: If an agent that was granted access to the EEPROM for bit-bang access didn't toggle the bit
bang interface for 500 ms, it should check if it still owns the interface and is not blocked
before continuing the bit-banging.

When Hardware EEPROM bit-bang access is aborted due to Deadlock avoidance or
management reset the EEC.EE_ABORT bit is set. To clear the block condition and enable
further access to the EEPROM, software should write 1b to the EEC.EE_CLR_ERR bit.

3.3.2.2 EEPROM Map Shared Words

The EEPROM map in Section 6.1 identifies those words configuring either LAN devices or the entire 1350
component as “all”. Those words configuring a specific LAN device parameter are identified by their LAN
number.

The following EEPROM words warrant additional notes specifically related to quad-LAN support:

Table 3-17 Notes on EEPROM Words

Initialization Control 1 This EEPROM word specifies hardware-default values for parameters that apply a single value
hared b ! to all LAN devices, such as link configuration parameters required for auto-negotiation, wake-
(shared between LANS) up settings, PCIe bus advertised capabilities, etc.

Initialization Control 2 These EEPROM words configure default values associated with each LAN device’s hardware
Initialization Control 3 connections, including which link mode (internal PHY, SGMII, SerDes, 1000BASE-BX,
4 1000BASE-KX) is used with this LAN device. Because a separate EEPROM word configures the

Initialization Control 4 defaults for each LAN, extra care must be taken to ensure that the EEPROM image does not
(unique to each LAN) specify a resource conflict.
3.3.3 Vital Product Data (VPD) Support

The EEPROM image might contain an area for VPD. This area is managed by the OEM vendor and
doesn’t influence the behavior of hardware. Word 0x2F of the EEPROM image contains a pointer to the
VPD area in the EEPROM. A value of OXFFFF means VPD is not supported and the VPD capability doesn’t
appear in the configuration space.
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The maximum area size is 256 bytes but can be smaller. The VPD block is built from a list of resources.
A resource can be either large or small. The structure of these resources is listed in the following tables.

Table 3-18 Small Resource Structure

Offset 0 1-n

Content | 140 e < oo 1ength = yyy bytes) Data

Table 3-19 Large Resource Structure

Offset 0 1-2 3-n
Content Tag = Ixxx, ﬁ):r?](g iTZI(E)(i;()I(_)?)rge(l), Ttem Length Data

The 1350 parses the VPD structure during the auto-load process (power up and PCle reset or warm
reset) in order to detect the read-only and read/write area boundaries. The I350 assumes the following
VPD structure:

Table 3-20 VPD Structure

Structure Length —
Tag Type (Bytes) Data Resource Description
Length of e - -

0x82 Large identifier string Identifier Identifier string.
0x90 Large Length of RO RO data VPP—R |ISt' conttamlng one qr more VPD keywords

area This part is optional and might not appear.

Length of R/W VPD-W list containing one or more VPD keywords. This part is

0x91 Large area RW data optional and might not appear.
0x78 Small N/A N/A End tag.

Note: The VPD-R and VPD-W structures can be in any order.

If the I350 doesn’t detect a value of 0x82 in the first byte of the VPD area, or the structure doesn’t
follow the description listed in Table 3-20, it assumes the area is not programmed and the entire 256
bytes area is read only. If a VPD-W tag is found after the VPD-R tag, the area defined by its size is
writable via the VPD structure. Refer to the PCI 3.0 specification (Appendix I) for details of the different
tags.

In any case, the VPD area is accessible for read and write via the regular EEPROM mechanisms pending
the EEPROM protection capabilities enabled. For example, if VPD is in the protected area, the VPD area
is not accessible to the software device driver (parallel or serial), but accessible through the VPD
mechanism. If the VPD area is not in the protected area, then the software device driver can access all
of it for read and write.

The VPD area can be accessed through the PCle configuration space VPD capability structure described
in Section 9.5.5. Write accesses to a read-only area or any access outside of the VPD area via this
structure are ignored.

Note: Write access to Dwords, which are only partially in the read/write area, are ignored. It is
responsibility of VPD software to make the right alignment to enable a write to the entire
area.
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3.3.4 Flash Interface

3.3.4.1 Flash Interface Operation

The 1350 provides two different methods for software access to the Flash.

Using the legacy Flash transactions, the Flash is read from or written to each time the host CPU
performs a read or a write operation to a memory location that is within the Flash address mapping or
after a re-boot via accesses in the space indicated by the Expansion ROM Base Address register. All
accesses to the Flash require the appropriate command sequence for the device used. Refer to the
specific Flash data sheet for more details on reading from or writing to Flash. Accesses to the Flash are
based on a direct decode of CPU accesses to a memory window defined in either:

1. The I350's Flash Base Address register (PCle Control register at offset 0x10 and 0x14. Refer to
Section 9.4.11).

2. The Expansion ROM Base Address register (PCle Control register at offset 0x30. Refer to
Section 9.4.15).

The 1350 controls accesses to the Flash when it decodes a valid access.

Notes:

1. Flash read accesses are assembled by the 1350 each time the read access is greater than a byte-
wide access.

2. Flash read access times is in the order of 2 us (Depending on Flash specification).

3. Flash write access times can be in the order of 2 us to 200 us (Depending on Flash specification).
Following a write access to the Flash Software should avoid initiating any read or write access to the
device until the Flash write access completed.

4. The 1350 supports only byte writes to the Flash.
Another way for software to access the Flash is directly using the Flash's 4-wire interface through the

Flash Access (FLA) register. It can use this for reads, writes, or other Flash operations (accessing the
Flash status register, erase, etc.).

To directly access the Flash, software should follow these steps:
1. Take ownership of the Flash Semaphore bit as described in Section 4.7.1.

2. Write a 1b to the Flash Request bit (FLA.FL_REQ).

3. Read the Flash Grant bit (FLA.FL_GNT) until it becomes 1b. It remains Ob as long as there are other
accesses to the Flash.

4. Write or read the Flash using the direct access to the 4-wire interface as defined in the FLA register.
The exact protocol used depends on the Flash placed on the board and can be found in the
appropriate datasheet.

5. Write a Ob to the Flash Request bit (FLA.FL_REQ).

Note: When Hardware Flash bit-bang access is aborted due to Deadlock avoidance the
FLA.FLA_ABORT bit is set. To clear the block condition and enable further access to the Flash,
software should write 1b to the FLA.FLA_CLR_ERR bit.

3.3.4.2 Flash Write Control

The Flash is write controlled by the FWE bits in the EEPROM/FLASH Control and Data (EEC) register.
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After sending one byte write to the Flash, software should wait 2 ps to 200 ps (Depending on Flash
specification) for the write access to complete before initiating the next Flash byte write access or
before accessing any other register.

3.3.4.3 Flash Erase Control

When software needs to erase the Flash, it should set bit FLA.FL_ER in the FLA register to 1b (Flash
erase) and then set bits EEC.FWE in the EEPROM/Flash Control register to Ob.

Hardware gets this command and sends the Erase command to the Flash. The erase process finishes by
itself. Software should wait for the end of the erase process before any further access to the Flash. This
can be checked by using the Flash write control mechanism previously described in Section 3.3.4.2.

The op-code used for erase operation is defined in the FLASHOP register.

Note: Sector erase by software is not supported. In order to delete a sector, the serial (bit bang)
interface should be used.

3.3.5 Shared FLASH

The I350 provides an interface to an external serial Flash/ROM memory device, as described in
Section 2.3.2. This Flash/ROM device can be mapped into memory and/or 10 address space for each
LAN device through the use of Base Address Registers (BARSs).

Clearing the Flash Size and CSR_Size fields in PCle Control 2 EEPROM word (Word 0x28) to 0, disables
Flash mapping to PCI space of all LAN ports via the Flash Base Address register. Setting the LAN Boot
Disable bit in the per LAN port Initialization Control 3 EEPROM word, disables Flash mapping to PCI
space for LAN 0, LAN1, LAN2 and LAN 3 respectively, via the Expansion ROM Base Address register.

3.3.5.1 Flash Access Contention

The 1350 implements internal arbitration between Flash accesses initiated from the LAN 0, LAN 1, LAN
2 and LAN 3 devices. If accesses from these LAN devices are initiated during the same window, The first
one is served first and only then the following devices are served in a Round Robin fashion.

Note: The I350 does not synchronize between the entities accessing the Flash. Contentions caused
by one entity reading and the other modifying the same location is possible.

To avoid this contention, accesses from the LAN devices should be synchronized using external
software synchronization of the memory or I/O transactions responsible for the access. It might be
possible to ensure contention-avoidance by the nature of the software sequence.

3.3.5.2 Flash Deadlock Avoidance

The Flash is a shared resource between the following clients:
e Port O LAN driver accesses.
e Port 1 LAN driver accesses.
e Port 2 LAN driver accesses.
e Port 3 LAN driver accesses.
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e BIOS parallel access via expansion ROM mechanism.
e Firmware accesses.

All clients can access the flash using parallel access, where hardware implements the actual access to
the Flash. Hardware can schedule these accesses so that all the clients get served without starvation.

However, the driver and firmware clients can access the serial Flash using bit banging. In this case,
there is a request/grant mechanism that locks the serial Flash to the exclusive usage of one client. If
this client is stuck without releasing the lock, the other clients are unable to access the Flash. In order
to avoid this, the I350 implements a time-out mechanism that releases the grant from a client that
doesn’t toggle the Flash bit-bang interface for more than two seconds.

Note: If an agent that was granted access to the Flash for bit-bang access doesn’t toggle the bit-
bang interface for 5 Seconds, it should check that it still owns the interface and is not blocked
before continuing the bit banging.

Note: When Hardware Flash bit-bang access is aborted due to Deadlock avoidance or management
reset the FLA.FLA_ ABORT bit is set.

This mode is enabled by bit five in word 0xA of the EEPROM.

3.4 Configurable I/0 Pins

3.4.1 General-Purpose I1/0 (Software-Definable Pins)

The 1350 has four software-defined pins (SDP pins) per port that can be used for miscellaneous
hardware or software-controllable purposes. These pins and their function are bound to a specific LAN
device. For example, eight SDP pins cannot be associated with a single LAN device. These pins can each
be individually configurable to act as either input or output pins. The default direction of each of the
four pins is configurable via the EEPROM as well as the default value of any pins configured as outputs.
To avoid signal contention, all four pins are set as input pins until after the EEPROM configuration has
been loaded.

In addition to all four pins being individually configurable as inputs or outputs, they can be configured
for use as General-Purpose Interrupt (GPI) inputs. To act as GPI pins, the desired pins must be
configured as inputs. A separate GPI interrupt-detection enable is then used to enable rising-edge
detection of the input pin (rising-edge detection occurs by comparing values sampled at the internal
clock rate as opposed to an edge-detection circuit). When detected, a corresponding GPI interrupt is
indicated in the Interrupt Cause register.

The use, direction, and values of SDP pins are controlled and accessed using fields in the Device Control
(CTRL) register and Extended Device Control (CTRL_EXT) register.

The SDPs can be used for special purpose mechanisms such as watch dog indication (refer to
Section 3.4.2 for details), IEEE 1588 support (refer to Section 7.9.4 for details).
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3.4.1.1 SDP usage for SFP connectivity

When an SFP module is connected to the SerDes interface, some of the SFP signals may be connected
to SDPs. The following table describes a possible connection as used in Intel’s Customer Reference
boards.

Table 3-21 SDP connection for SFP boards.

SDP # Usage Direction Default
0 Module Detect - MOD_ABS (SFP pin #6) Input
1 Tx Disable (SFP pin #3) Output Tx Enable
2 Tx Fault (SFP pin #2) Input
3 Power on Output Power off
3.4.2 Software Watchdog

In some situations it might be useful to give an indication to manageability firmware or to external
devices that the 1350 hardware or the software device driver is not functional. For example, in a pass-
through NIC, the I350 might be bypassed if it is not functional. In order to provide this functionality, a
watchdog mechanism is used. This mechanism can be enabled by default, according to EEPROM
configuration.

Once the host driver is up and it determines that hardware is functional, it might reset the watchdog
timer to indicate that the 1350 is functional. The software device driver should then re-arm the timer
periodically. If the timer is not re-armed after pre-programmed timeout, an interrupt is sent to
firmware and a pre-programmed SDPx_0 pin (either SDP0_0, SDP1_0, SDP2_0 or SDP3_0) is asserted.
Note that the SDP indication is shared between the ports. Additionally the ICR.Software WD bit can be
set to give an interrupt to the driver when the timeout is reached.

The SDPx_0 pin on which the watchdog timeout is indicated, is defined via the CTRL.SDPO_WNDE bit on
the relevant port. In this mode, the CTRL.SDPO_IODIR should be set to output. The CTRL.SDPO_DATA
bit indicates the polarity of the indication. Setting the CTRL.SDPO_WNDE bit in one of the ports causes
the watchdog timeout indication of all ports to be routed to this SDPx_0 pin.

The register controlling the watchdog timeout feature is the WDSTP register. This register enables
defining a time-out period and the activation of this mode. Default watchdog timeout activation and
timeout period can be set in the EEPROM.

The timer is re-armed by setting the WDSWSTS.Dev_functional bit.

If software needs to trigger the watchdog immediately because it suspects hardware is stuck, it can set
the WDSWSTS.Force_WD bit. It can also supply firmware the cause for the watchdog, by placing
additional information in the WDSWSTS.Stuck Reason field.

Note: The watchdog circuitry has no logic to detect if hardware is not functional. If the hardware is
not functional, the watchdog may expire due to software not being able to access the
hardware, thus indicating there is potential hardware problem.

3.4.2.1 Watchdog Rearm

After a watchdog indication was received, in order to rearm the mechanism the following flow should be
used:
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Clear WD_enable bit in the WDSTP register.
Clear SDPO_WDE bit in CTRL register.

Set SDPO_WDE bit in CTRL register.

Set WD_enable bit in the WDSTP register.

L S

3.4.3 LEDs

The 1350 provides four LEDs per port that can be used to indicate different statuses of the traffic. The
default setup of the LEDs is done via EEPROM word offsets 0x1C and Ox1F from start of relevant LAN
port section (LAN port 0, 1, 2 and 3). This setup is reflected in the LEDCTL register of each port. Each
software device driver can change its setup individually. For each of the LEDs, the following parameters
can be defined:

¢ Mode: Defines which information is reflected by this LED. The encoding is described in the LEDCTL
register.

e Polarity: Defines the polarity of the LED.
¢ Blink mode: Determines whether or not the LED should blink or be stable.

In addition, the blink rate of all LEDs can be defined. The possible rates are 200 ms or 83 ms for each
phase. There is one rate for all the LEDs of a port.

3.5 Voltage Regulators

The 1350 operates from 3 power rails 1.0V, 1.8V and 3.3V. By using the internal 1.8V LVR (Linear
Voltage Regulator) control circuit and the internal 1.0V SVR (Switched Voltage Regulator) control circuit
with external low cost power transistors and LC circuitry, the 1350 can be configured to operate from a
single 3.3V power rail.

Note: To activate the 1.0V SVR control circuit and 1.8V LVR control circuitry, the VR_EN pin should
be driven high (refer to Section 2.2.9).
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3.5.1 1.8V LVR Control

The 1350 includes an on-chip Linear Voltage regulator (LVR) control circuit. Together with an external
low cost BIT transistor, the circuit can be used to generate a 1.8V power supply without need for a
higher cost on-board 1.8V voltage regulator.See Figure 3-3.

DEVICE TVCC3P3 3.3V

1.8V & LVR_1P8_CNTRL ?
control %

VCC1P8 1.8V

A
/1

VSSsS =

Figure 3-3 1.8V LVR Connection
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3.5.2 1.0V SVR Control

The 1350 includes an on-chip Switched Voltage Regulator (SVR) control circuit. Together with external
matched P/N MOS power transistors, resistors and a LC filter the SVR can be used to generate a 1.0V
power supply without need for a higher cost on-board 1.0V Switched Voltage Regulator. See Figure 3-
4,
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Control ct
VSS

R1

R2

e

FB

o

I
COMP oo

—VW—

R3 C3

o

Figure 3-4 1.0V SVR Connection

3.6 Thermal Sensor

Using the on die Thermal Sensor, the 1350 can be programmed to execute certain actions to mitigate a
thermal event once device temperature passed one of 3 thermal trip points:

e Assert a SDP pin.

e Send an interrupt to the Host.

e Issue an Alert to the external BMC.
Reduce link speed (thermal throttling).
Power down device.

In addition, the 1350 can be programmed to accept an input from a SDP pin as an indication to execute
one of the above actions.
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3.6.1 Initializing Thermal Sensor

The BMC or the EEPROM can program up to 3 thermal trip points and define thermal policies or thermal
correction actions to be executed once on-die temperature exceeds pre-defined thresholds, via the
THLOWTC, THMIDTC and THHIGHTC registers.

In addition, a hysteresis value can be defined in each of the registers to allow the thermal correction
action to continue once trip point is triggered until on-die temperature is below the Threshold minus the
Hysteresis value. Hysteresis provides a small amount of positive feedback to the thermal sensor circuit
to prevent a trip point from flipping back and forth rapidly when the temperature is right at the trip
point.

Once on-die temperature exceeds the value programmed in the Threshold field of the THLOWTC,
THMIDTC or THHIGHTC Thermal Control registers; the following thermal correction actions can be
taken:

e A SDP pin is asserted if the THSDP_OUT bit is set to 1b in the relevant Thermal Control register. The
SDP pin set and its polarity is defined in the THACNFG register.

¢ An interrupt is sent to the Host by asserting the ICR.THS bit if the HINTR Thres bit is set in the
relevant Thermal Control register.

e An interrupt is sent to the Host by asserting the ICR.THS bit if the on-die temperature passed the
trip point value defined in the Threshold field and then as a result of a thermal correction action
went below the Threshold - Hysteresis value. This functionality is enabled by setting the HINTR
Hyst bit in the relevant Thermal Control register.

e If device is in D3, a wake-up event is generated when relevant Thermal Control register generates
a Thermal Sensor interrupt and the Wake_TH bit is set in the register. Wake-up is initiated only if
the WUFC.THS_WK bit is set.

e An alert is sent to the BMC if the BMCAL Thres bit is set in the relevant Thermal Control register.

e An alert is sent to the BMC if the on-die temperature passed the trip point value defined in the
Threshold field and then as a result of a thermal correction action went below the Threshold -
Hysteresis value. This functionality is enabled by setting the BMCAL Hyst bit in the relevant Thermal
Control register.

e Link rate of all active ports configured to internal copper PHY (CTRL_EXT.Link_Mode = 00b) can be
reduced according to the link rate defined in the TTHROTLE field in the relevant Thermal Control
register.

e Device can be placed in thermal power down state if the PWR_DN bit of the relevant Thermal
Control register is set.

— This action should be executed at a temperature which the chip must be shut down
immediately. It therefore must correspond to a temperature guaranteed to be functional. Such
a trip point is the last measure to prevent permanent damage to the device. On triggering the
trip point, the I350 enters thermal power-down.

In thermal power down state:
The following functionality is kept:

e The PCle interface is kept on.

e Host can access the thermal sensor registers to identify the thermal state.

The BMC can access the thermal sensor registers to identify the thermal state.
The following functionality is disabled:

e Network interfaces are down in low power state.

A thermal correction event can also be triggered by an external circuit by asserting a SDP pin if the
THSDP_IN bit in the THLOWTC, THMIDTC or THHIGHTC Thermal Control registers is set. The SDP pin
used for triggering the event and its polarity can be defined in the THACNFG register.
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The BMC or Host can read the on-die temperature and status of the Thermal Sensor circuitry by reading
the THMJT register and the THSTAT register respectively.

A thermal trip point should be reached infrequently. If appropriate thermal action correction is taken,
device power can be decreased before the maximum junction temperature reaches Tj (max).

Setting the trip point should take into account inaccuracies in measuring the maximum junction
temperature:

e Since the thermal sensor is not necessarily located at the hottest position on-die, the trip point
value is reduced by the difference in temperature between the location of the thermal sensor and
the hottest place on the die.

¢ Since temperature measurement carries some error, the trip point value is reduced by the size of
this error.

Note: The Thermal sensor registers are common to all functions. Before accessing any of the
registers defined in this section, firmware or software should take ownership of thermal
sensor semaphore bits (SW_FW_SYNC.SW_PWRTS_SM for software and
SW_FW_SYNC.FW_PWRTS_SM for firmware) according to the flow defined in Section 4.7.1
and release ownership of the Thermal sensor semaphore bits according to the flow defined in
Section 4.7.2.

3.6.2 Firmware Based Thermal Management

The I350 can be programmed via the BMC on the NC-SI or SMBus interfaces to initiate Thermal actions
and report thermal occurrences.

3.6.3 Thermal Sensor Diagnostics

To enable testing thermal sensor related logic and code without need to vary the temperature, the 1350
enables forcing the Thermal Sensor temperature output by setting the THDIAG.TS Bypass bit to 1b and
specifying the required temperature indication in the THDIAG.Tj Force field. The forced temperature
can be read in the THMJT.T] field similar to the behavior in non-forced mode.

3.6.4 Thermal Sensor Characteristics

Table 3-22 summarizes the Thermal Sensor Characteristics.

Table 3-22 Thermal Sensor Characteristics

Parameter Min. Nom. Max. Units Comments/Conditions
DC power supply Voltage 0.95 1.0 1.05 \ +/-5%
Data Conversion Time 13.1 mS
Resolution 0.25 oC Iltflelgérlr\}g? temperature that can be
Absolute accuracy +/-5 °C °C Quadratic equation.
Power Supply rejection 3 °C/V °C/V

137



intel)

3.7 Network Interfaces

Intel® Ethernet Controller 1350 — Interconnects

3.7.1 Overview

The 1350 MAC provides a complete CSMA/CD function supporting IEEE 802.3 (10 Mb/s), 802.3u (100
Mb/s), 802.3z and 802.3ab (1000 Mb/s) implementations. The 1350 performs all of the functions
required for transmission, reception, and collision handling called out in the standards.

Each I350 MAC can be configured to use a different media interface. The I350 supports the following
potential configurations:
e Internal copper PHY.

e External SerDes device such as an optical SerDes (SFP or on board) or backplane (1000BASE-BX or
1000BASE-KX) connections.

e External SGMII device. This mode is used for connections to external 10/100/1000 BASE-T PHYs
that support the SGMII MAC/PHY interface.

Selection between the various configurations is programmable via each MAC's Extended Device Control
register (CTRL_EXT.LINK_MODE bits) and default is set via EEPROM settings. Table 3-23 lists the
encoding on the LINK_MODE field for each of the modes.

Table 3-23 Link Mode Encoding

Link Mode I350 Mode
00b Internal PHY
01b 1000BASE-KX
10b SGMII
11b SerDes/1000BASE-BX

The GMII/MII interface, used to communicate between the MAC and the internal PHY or the SGMII PCS,
supports 10/100/1000 Mb/s operation, with both half- and full-duplex operation at 10/100 Mb/s, and
only full-duplex operation at 1000 Mb/s.

The SerDes function can be used to implement a fiber-optics-based solution or backplane connection
without requiring an external TBI mode transceiver/SerDes.

The SerDes interface can be used to connect to SFP modules. As such, this SerDes interface has the
following limitations:

¢ No Tx clock

e AC coupling only
The internal copper PHY supports 10/100/1000BASE-T signaling and is capable of performing intelligent
power-management based on both the system power-state and LAN energy-detection (detection of
unplugged cables). Power management includes the ability to shut-down to an extremely low

(powered-down) state when not needed, as well as the ability to auto-negotiate to lower-speed (and
less power-hungry) 10/100 Mb/s operation when the system is in low power-states.
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3.7.2 MAC Functionality

3.7.2.1 Internal GMII/MII Interface

The 1350’s MAC and PHY/PCS communicate through an internal GMII/MII interface that can be
configured for either 1000 Mb/s operation (GMII) or 10/100 Mb/s (MII) mode of operation. For proper
network operation, both the MAC and PHY must be properly configured (either explicitly via software or
via hardware auto-negotiation) to identical speed and duplex settings.

All MAC configuration is performed using Device Control registers mapped into system memory or I/O
space; an internal MDIO/MDC interface, accessible via software, is used to configure the Internal PHY.
In addition an external MDIO/MDC interface is available to configure external PHY’s that are connected
to the 1350 via the SGMII interface.

3.7.2.2 MDIO/MDC PHY Management Interface

The I350 implements an IEEE 802.3 MII Management Interface (also known as the Management Data
Input/Output or MDIO Interface) between the MAC and a PHY. This interface provides the MAC and
software the ability to monitor and control the state of the PHY. The MDIO interface defines a physical
connection, a special protocol that runs across the connection, and an internal set of addressable
registers. The interface consists of a data line (MDIO) and clock line (MDC), which are accessible by
software via the MAC register space.

e MDC (management data clock): This signal is used by the PHY as a clock timing reference for
information transfer on the MDIO signal. The MDC is not required to be a continuous signal and can
be frozen when no management data is transferred. The MDC signal has a maximum operating
frequency of 2.5 MHz.

e MDIO (management data I/O): This bi-directional signal between the MAC and PHY is used to
transfer control and status information to and from the PHY (to read and write the PHY
management registers).

Software can use MDIO accesses to read or write registers of the internal PHY or an external SGMII
PHY, by accessing the I350's MDIC register (refer to Section 8.2.4). MDIO configuration setup
(Internal/ External PHY, PHY Address and Shared MDIO) is defined in the MDICNFG register (refer to
Section 8.2.5).

When working in SGMII/SerDes mode, the external PHY (if it exists) can be accessed either through
MDC/MDIO as previously described, or via a two wire I2C interface bus using the 1I2CCMD register (refer
to Section 8.17.8). The two wire I2C interface bus or the MDC/MDIO bus are connected via the same
pins, and thus are mutually exclusive. In order to be able to control an external device, either by I2C or
MDC/MDIO, the 2-wires SFP Enable bit in Initialization Control 3 EEPROM word, that’s loaded into the
CTRL_EXT.I12C Enabled register bit, should be set.

As the MDC/MDIO command can be targeted either to the internal PHY or to an external bus, the
MDICNFG.destination bit is used to define the target of the transaction. Following reset, the value of the
MDICNFG.destination bit is loaded from the External MDIO bit in the Initialization Control 3 EEPROM
word. When the MDICNFG.destination is clear, the MDIO access is always to the internal PHY and the
PHY address is ignored.

Each port has its own MDC/MDIO or two wire interface bus. However, the MDC/MDIO bus of LAN port 0
may be shared by all ports configured to external PHY operation (MDICNFG.destination set to 1), to
allow control of a multi PHY chip with a single MDC/MDIO bus.
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MDIO operation using a shared bus or a separate bus is controlled by the MDICNFG.Com_MDIO bit This
bit is loaded from Initialization Control 3 EEPROM word following reset. The external port PHY Address
is written in the MDICNFG.PHYADD register field, which is loaded from the Initialization Control 4
EEPROM word following reset.

3.7.2.2.1 Detection of External I2C or MDIO Connection

When the CTRL_EXT.I2C Enabled bit is set to 1, software can recognize type of external PHY control
bus (MDIO or I2C) connection according to the values loaded from the EEPROM to the
MDICNFG.Destination bit and the CTRL_EXT.LINK_MODE field in the following manner:

e External I2C operating mode - MDICNFG.Destination equals 0 and CTRL_EXT.LINK_MODE is not

equal to 0.
e External MDIO Operating mode - MDICNFG.Destination equals 1 and CTRL_EXT.LINK_MODE is not
equal to 0.
3.7.2.2.2 MDIC and MDICNFG register usage

For a MDIO read cycle, the sequence of events is as follows:

1. If default MDICNFG register values loaded from EEPROM need to be updated. The processor
performs a PCle write access to the MDICNFG register to define the:

— PHYADD = Address of external PHY.
— Destination = Internal or external PHY.
— Com_MDIO = Shared or separate MDIO external PHY connection.
2. The processor performs a PCle write cycle to the MDIC register with:
— Ready = 0b
— Interrupt Enable set to 1b or Ob
— Opcode = 10b (read)
— REGADD = Register address of the specific register to be accessed (0 through 31).

3. The MAC applies the following sequence on the MDIO signal to the PHY:
<PREAMBLE><01><10><PHYADD><REGADD><Z> where Z stands for the MAC tri-stating the
MDIO signal.

. The PHY returns the following sequence on the MDIO signal<0><DATA><IDLE>.

. The MAC discards the leading bit and places the following 16 data bits in the MII register.

. The I350 asserts an interrupt indicating MDIO “Done” if the Interrupt Enable bit was set.

N o b

. The I350 sets the Ready bit in the MDIC register indicating the Read is complete.
8. The processor might read the data from the MDIC register and issue a hew MDIO command.

For a MDIO write cycle, the sequence of events is as follows:

1. If default MDICNFG register values loaded from EEPROM need to be updated. The processor
performs a PCle write cycle to the MDICNFG register to define the:

— PHYADD = Address of external PHY.

— Destination = Internal or external PHY.

— Com_MDIO = Shared or separate MDIO external PHY connection.
2. The processor performs a PCle write cycle to the MDIC register with:

— Ready = 0b.
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— Interrupt Enable set to 1b or Ob.
— Opcode = 01b (write).
— REGADD = Register address of the specific register to be accessed (0 through 31).
— Data = Specific data for desired control of the PHY.
3. The MAC applies the following sequence on the MDIO signal to the PHY:

<PREAMBLE><01><01><PHYADD><REGADD><10><DATA><IDLE>
4. The 1350 asserts an interrupt indicating MDIO “Done” if the Interrupt Enable bit was set.
5. The I350 sets the Ready bit in the MDIC register to indicate that the write operation completed.
6. The CPU might issue a new MDIO command.

Note: A MDIO read or write might take as long as 64 us from the processor write to the Ready bit
assertion. When a shared MDC/MDIO bus is used, each transaction can take up to 256 us to
complete if other ports are using the bus concurrently.

If an invalid opcode is written by software, the MAC does not execute any accesses to the PHY
registers.

If the PHY does not generate a Ob as the second bit of the turn-around cycle for reads, the MAC aborts
the access, sets the E (error) bit, writes OXFFFF to the data field to indicate an error condition, and sets
the Ready bit.

Note: After a PHY reset, access through the MDIC register should not be attempted for 300 psec.

3.7.2.3 Duplex Operation with Copper PHY

The I350 supports half-duplex and full-duplex 10/100 Mb/s MII mode either through the internal
copper PHY or SGMII interface. However, only full-duplex mode is supported when SerDes/1000BASE-
BX or 1000BASE-KX modes are used or in any 1000 Mb/s connection.

Configuration of the duplex operation of the I350 can either be forced or determined via the auto-
negotiation process. Refer to Section 3.7.4.4 for details on link configuration setup and resolution.

3.7.2.3.1 Full Duplex

All aspects of the IEEE 802.3, 802.3u, 802.3z, and 802.3ab specifications are supported in full-duplex
operation. Full-duplex operation is enabled by several mechanisms, depending on the speed
configuration of the I350 and the specific capabilities of the link partner used in the application. During
full-duplex operation, the I350 can transmit and receive packets simultaneously across the link
interface.

In full-duplex, transmission and reception are delineated independently by the GMII/MII control
signals. Transmission starts TX_EN is asserted, which indicates there is valid data on the TX_DATA bus
driven from the MAC to the PHY/PCS. Reception is signaled by the PHY/PCS by the asserting the RX_DV
signal, which indicates valid receive data on the RX_DATA lines to the MAC.

3.7.2.3.2 Half Duplex

In half-duplex operation, the MAC attempts to avoid contention with other traffic on the link by
monitoring the CRS signal provided by the PHY and deferring to passing traffic. When the CRS signal is
de-asserted or after a sufficient Inter-Packet Gap (IPG) has elapsed after a transmission, frame
transmission begins. The MAC signals the PHY/PCS with TX_EN at the start of transmission.
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In the case of a collision, the PHY/SGMII detects the collision and asserts the COL signal to the MAC.
Frame transmission stops within four link clock times and then the I350 sends a JAM sequence onto the
link. After the end of a collided transmission, the 1350 backs off and attempts to re-transmit per the
standard CSMA/CD method.

Note: The re-transmissions are done from the data stored internally in I350 MAC transmit packet
buffer (no re-access to the data in host memory is performed).

The MAC behavior is different if a regular collision or a late collision is detected. If a regular collision is
detected, the MAC always tries to re-transmit until the number of excessive collisions is reached. In
case of late collision, the MAC retransmission is configurable. In addition, statistics are gathered on late
collisions.

In the case of a successful transmission, 1350 is ready to transmit any other frame(s) queued in the
MAC's transmit FIFO, after the minimum inter-frame spacing (IFS) of the link has elapsed.

During transmit, the PHY is expected to signal a carrier-sense (assert the CRS signal) back to the MAC
before one slot time has elapsed. The transmission completes successfully even if the PHY fails to
indicate CRS within the slot time window. If this situation occurs, the PHY can either be configured
incorrectly or be in a link down situation. Such an event is counted in the Transmit without CRS statistic
register (refer to Section 8.18.12).

3.7.3 SerDes/1000BASE-BX, SGMII and 1000BASE-
KX Support

The 1350 can be configured to follow either SGMII, SerDes/1000BASE-BX or 1000BASE-KX standards.
When in SGMII mode, the I350 can be configured to operate in 1 Gb/s, 100 Mb/s or 10 Mb/s speeds.
When in the 10/100 Mb/s speed, the I350 can be configured to half-duplex mode of operation. When
configured for SerDes/1000BASE-BX or 1000BASE-KX operation, the port supports only 1 Gb/s, full-
duplex operation. Since the serial interfaces are defined as differential signals, internally the hardware
has analog and digital blocks. Following is the initialization/configuration sequence for the analog and
digital blocks.

3.7.3.1 SerDes/1000BASE-BX, SGMII and 1000BASE-KX Analog
Block

The analog block may require some changes to its configuration registers in order to work properly.
There is no special requirement for designers to do these changes as the hardware internally updates
the configuration using a default sequence or a sequence loaded from the EEPROM.

3.7.3.2 SerDes/1000BASE-BX, SGMII and 1000BASE-KX PCS
Block

The link setup for SerDes/1000BASE-BX, 1000BASE-KX and SGMII are described in sections 3.7.4.1,
3.7.4.2 and 3.7.4.3 respectively.
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3.7.3.3 GbE Physical Coding Sub-Layer (PCS)

The 1350 integrates the 802.3z PCS function on-chip. The on-chip PCS circuitry is used when the link
interface is configured for SerDes/1000BASE-BX, 1000BASE-KX or SGMII operation and is bypassed for
internal PHY mode.

The packet encapsulation is based on the Fiber Channel (FCO/FC1) physical layer and uses the same
coding scheme to maintain transition density and DC balance. The physical layer device is the SerDes
and is used for 1000BASE-SX, -L-, or -CX configurations.

3.7.3.3.1 8B10B Encoding/Decoding

The GbE PCS circuitry uses the same transmission-coding scheme used in the fiber channel physical
layer specification. The 8B10B-coding scheme was chosen by the standards committee in order to
provide a balanced, continuous stream with sufficient transition density to allow for clock recovery at
the receiving station. There is a 25% overhead for this transmission code, which accounts for the data-
signaling rate of 1250 Mb/s with 1000 Mb/s of actual data.

3.7.3.3.2 Code Groups and Ordered Sets

Code group and ordered set definitions are defined in clause 36 of the IEEE 802.3z standard. These
represent special symbols used in the encapsulation of GbE packets. The following table contains a brief
description of defined ordered sets and included for informational purposes only. Refer to clause 36 of
the IEEE 802.3z specification for more details.

Table 3-24 Brief Description of Defined Ordered Sets

# of Code
Code Ordered_Set Groups Usage
General reference to configuration ordered sets, either /C1/ or /C2/, which
] . is used during auto-negotiation to advertise and negotiate link operation
/¢l Configuration 4 information between link partners. Last 2 code groups contain
configuration base and next page registers.
) . See /C/. Differs from /C2/ in 2nd code group for maintaining proper
/C1/ Configuration 1 4 signaling disparityl.
] . See /C/. Differs from /C1/ in 2nd code group for maintaining proper
/C2/ Configuration 2 4 signaling disparityl.
General reference to idle ordered sets. Idle characters are continually
1/ IDLE 2 transmitted by the end stations and are replaced by encapsulated packet
data. The transitions in the idle stream enable the SerDes to maintain
clock and symbol synchronization between link partners.
See /I/. Differs from /12/ in 2nd code group for maintaining proper
/m/ IDLE1 2 signaling disparity?.
See /1/. Differs from /11’ in 2nd code group for maintaining proper
12/ IDLE 2 2 signaling disparity?.
This ordered set is used to indicate carrier extension to the receiving PCS.
/R/ Carrier_Extend 1 It is also used as part of the end_of_packet encapsulation delimiter as well
as IPG for packets in a burst of packets.
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Table 3-24 Brief Description of Defined Ordered Sets (Continued)

# of Code

Code Ordered_Set Groups

Usage

The SPD (start_of packet delimiter) ordered set is used to indicate the
/S/ Start_of_Packet 1 starting boundary of a packet transmission. This symbol replaces the last
byte of the preamble received from the MAC layer.

The EPD (end_of_packet delimiter) is comprised of three ordered sets. The
/T/ End_of_Packet 1 /T/ symbol is always the first of these and indicates the ending boundary
of a packet.

The /V/ ordered set is used by the PCS to indicate error propagation
/V/ Error_Propagation 1 between stations. This is normally intended to be used by repeaters to
indicate collisions.

1. The concept of running disparity is defined in the standard. In summary, this refers to the 1-0 and 0-1 transitions within 8B10B
code groups.

3.7.4 Auto-Negotiation and Link Setup Features

The method for configuring the link between two link partners is highly dependent on the mode of
operation as well as the functionality provided by the specific physical layer device (PHY or SerDes). In
SerDes/1000BASE-BX mode, the 1350 provides the complete PCS and Auto-negotiation functionality as
defined in IEEE802.3 clause 36 and clause 37. In internal PHY mode, the PCS and IEEE802.3 clause 28
and clause 40 auto-negotiation functions are maintained within the PHY. In SGMII mode, the 1350
supports the SGMII link auto-negotiation process, whereas the link auto-negotiation, as defined in
IEEE802.3 clause 28 and clause 40, is done by the external PHY. In 1000BASE-KX mode, the 1350
supports only parallel detect of 1000BASE-KX signaling and does not support the full Auto-Negotiation
for Backplane Ethernet protocol as defined in IEEE802.3ap clause 73.

Configuring the link can be accomplished by several methods ranging from software forcing link
settings, software-controlled negotiation, MAC-controlled auto-negotiation, to auto-negotiation initiated
by a PHY. The following sections describe processes of bringing the link up including configuration of the
1350 and the transceiver, as well as the various methods of determining duplex and speed
configuration.

The process of determining link configuration differs slightly based on the specific link mode (internal
PHY, SerDes/1000BASE-BX, SGMII or 1000BASE-KX) being used.

When operating in a SerDes/1000BASE-BX mode, the PCS layer performs auto-negotiation per clause
37 of the 802.3z standard. The transceiver used in this mode does not participate in the auto-
negotiation process as all aspects of auto-negotiation are controlled by the 1350.

When operating in internal PHY mode, the PHY performs auto-negotiation per 802.3ab clause 40 and
extensions to clause 28. Link resolution is obtained by the MAC from the PHY after the link has been
established. The MAC accomplishes this via the MDIO interface, via specific signals from the internal
PHY to the MAC, or by MAC auto-detection functions.

When operating in SGMII mode, the PCS layer performs SGMII auto-negotiation per the SGMII
specification. The external PHY is responsible for the Ethernet auto-negotiation process.

When operating in 1000BASE-KX mode the 1350 performs parallel detect of 1000BASE-KX operation
but does not implement the full Auto-Negotiation for Backplane Ethernet sequence as defined in
IEEE802.3ap clause 73.
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3.7.4.1 SerDes/1000BASE-BX Link Configuration

When using SerDes/1000BASE-BX link mode, link mode configuration can be performed using the PCS
function in the I350. The hardware supports both hardware and software auto-negotiation methods for
determining the link configuration, as well as allowing for a manual configuration to force the link.
Hardware auto-negotiation is the preferred method.

3.7.4.1.1 Signal Detect Indication

When the CONNSW.ENRGSRC bit is set to 1, the SRDS_0/1/2/3_SIG_DET pins can be connected to a
Signal Detect or loss-of-signal (LOS) output of the optical module that indicates when no laser light is
being received when the 1350 is used in a 1000BASE-SX or -LX implementation (SerDes operation). It
prevents false carrier cases occurring when transmission by a non connected port couples in to the
input. No standard polarity for the Signal Detect or loss-of-signal driven from different manufacturer
optical modules exists. The CTRL.ILOS bit provides the capability to invert the signal from different
external optical module vendors, and should be set when the external optical module provides a
negative-true loss-of-signal.

Note: In internal PHY, SGMII, 1000BASE-BX and 1000BASE-KX connections energy detect source is
always internal and value of CONNSW.ENRGSRC bit should be 0. The CTRL.ILOS bit also
inverts the internal Link-up input that provides link status indication and thus should be set to
0 for proper operation.

3.7.4.1.2 MAC Link Speed

SerDes/1000BASE-BX operation is only defined for 1000 Mb/s operation. Other link speeds are not
supported. When configured for the SerDes interface, the MAC speed-determination function is disabled
and the Device Status register bits (STATUS.SPEED) indicate a value of 10b for 1000 Mb/s.

3.7.4.1.3 SerDes/1000BASE-BX Mode Auto-Negotiation

In SerDes/1000BASE-BX mode, after power up or I350 reset via PE_RST_N, the I350 initiates
IEEE802.3 clause 37 auto-negotiation based on the default settings in the device control and transmit
configuration or PCS Link Control Word registers, as well as settings read from the EEPROM. If enabled
in the EEPROM, the I350 immediately performs auto-negotiation.

TBI mode auto-negotiation, as defined in clause 37 of the IEEE 802.3z standard, provides a protocol for
two devices to advertise and negotiate a common operational mode across a GbE link. The 1350 fully
supports the IEEE 802.3z auto-negotiation function when using the on-chip PCS and internal SerDes.

TBI mode auto-negotiation is used to determine the following information:

e Duplex resolution (even though the 1350 MAC only supports full-duplex in SerDes/1000BASE-BX
mode).

e Flow control configuration.

Notes: Since speed for SerDes/1000BASE-BX modes is fixed at 1000 Mb/s, speed settings in the
Device Control register are unaffected by the auto-negotiation process.

Auto-negotiation can be initiated at power up or by asserting PE_RST_N and enabling specific
bits in the EEPROM.

The auto-negotiation process is accomplished by the exchange of /C/ ordered sets that contain the
capabilities defined in the PCS_ANADV register in the 3rd and 4th symbols of the ordered sets. Next
page are supported using the PCS_NPTX_AN register.
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Bits FD and LU in the Device Status (STATUS) register, and bits in the PCS_LSTS register provide status
information regarding the negotiated link.
Auto-negotiation can be initiated by the following:
e PCS_LCMD.AN_ENABLE transition from 0b to 1b
e Receipt of /C/ ordered set during normal operation
e Receipt of a different value of the /C/ ordered set during the negotiation process
e Transition from loss of synchronization to synchronized state (if AN_ENABLE is set).
e PCS_LCMD.AN_RESTART transition from 0Ob to 1b
Resolution of the negotiated link determines device operation with respect to flow control capability and

duplex settings. These negotiated capabilities override advertised and software-controlled device
configuration.

Software must configure the PCS_ANADY fields to the desired advertised base page. The bits in the
Device Control register are not mapped to the txConfigWord field in hardware until after auto-
negotiation completes. Table 3-25 lists the mapping of the PCS_ANADYV fields to the Config_reg Base
Page encoding per clause 37 of the standard.

Table 3-25 802.3z Advertised Base Page Mapping

15 14 13:12 11:9 8:7 6 5 4:0

Nextp | Ack | RFLT rsv ASM | Hd | Fd | rsv

The partner advertisement can be seen in the PCS_ LPAB and PCS_ LPABNP registers.

3.7.4.1.4 Forcing Link-up in SerDes/1000BASE-BX Mode

Forcing link can be accomplished by software by writing a 1b to CTRL.SLU, which forces the MAC PCS
logic into a link-up state (enables listening to incoming characters when SRDS_[n]_SIG_DET is
asserted by the external optical module or an equivalent signal is asserted by the internal PHY).

Note: The PCS_LCMD.AN_ENABLE bit must be set to a logic zero to enable forcing link.

When link is forced via the CTRL.SLU bit, the link does not come up unless the
SRDS_[n]_SIG_DET signal is asserted or an internal energy indication is received from the
SerDes receiver, implying that there is a valid signal being received by the optical module or
SerDes circuitry.

The source of the signal detect is defined by the ENRGSRC bit in the CONNSW register.
3.7.4.1.5 HW Detection of Non-Auto-Negotiation Partner

Hardware can detect a SerDes link partner that sends idle code groups continuously, but does not
initiate or answer an auto-negotiation process. In this case, hardware initiates an auto-negotiation
process, and if it fails after some timeout, a link up is assumed. To enable this functionality the

PCS_LCTL.AN_TIMEOUT_EN bit should be set. This mode can be used instead of the force link mode as
a way to support a partner that do not support auto-negotiation.

3.7.4.2 1000BASE-KX Link Configuration

When using 1000BASE-KX link mode, link mode configuration is forced manually by software since the
1350 does not support IEEE802.3 clause 73 backplane auto-negotiation.
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3.7.4.2.1 MAC Link Speed

1000BASE-KX operation is only defined for 1000 Mb/s operation. Other link speeds are not supported.
When configured for the 1000BASE-KX interface, the MAC speed-determination function is disabled and
the Device Status register bits (STATUS.SPEED) indicate a value of 10b for 1000 Mb/s.

3.7.4.2.2 1000BASE-KX Auto-Negotiation

The 1350 only supports parallel detection of the 1000BASE-KX link and does not support the full
IEEE802.3ap clause 73 backplane auto-negotiation protocol.

3.7.4.2.3 Forcing Link-up in 1000BASE-KX Mode

In 1000BASE-KX mode (EXT_CTRL.LINK_MODE = 01b) the 1350 should always operates in force link
mode (CTRL.SLU bit is set to 1). The MAC PCS logic is placed in a link-up state once energy indication is
received, implying that a valid signal is being received by the 1000BASE-KX circuitry. When in the link-
up state PCS logic can lock on incoming characters.

Note: In 1000BASE-KX mode energy detect source is internal and value of CONNSW.ENRGSRC bit
should be 0. Clause 37 auto-negotiation should be disabled and the value of the
PCS_LCMD.AN_ENABLE bit and PCS_LCMD.AN TIMEOUT EN bit should be 0.

3.7.4.2.4 1000BASE-KX HW Detection of Link Partner

In 1000BASE-KX mode, hardware detects a 1000BASE-KX link partner that sends idle or none idle code
groups continuously. In 1000BASE-KX operation force link-up mode is used.

3.7.4.3 SGMII Link Configuration

When working in SGMII mode, the actual link setting is done by the external PHY and is dependent on
the settings of this PHY. The SGMII auto-negotiation process described in the sections that follow is
only used to establish the MAC/PHY connection.

3.7.4.3.1 SGMII Auto-Negotiation

This auto-negotiation process is not dependent on the SRDS_[n]_SIG_DET signal and the
CONNSW.ENRGSRC bit should be 0, as this signal indicates optical module signal detection and is not
relevant in SGMII mode.

The outcome of this auto-negotiation process includes the following information:
e Link status
e Speed
e Duplex

This information is used by hardware to configure the MAC, when operating in SGMII mode.

Bits FD and LU of the Device Status (STATUS) register and bits in the PCS_LSTS register provide status
information regarding the negotiated link.

Auto-negotiation can be initiated by the following:
e PCS _LCMD.AN_ENABLE transition from 0b to 1b.
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Receipt of /C/ ordered set during normal operation.

e Receipt of different value of the /C/ ordered set during the negotiation process.

e Transition from loss of synchronization to a synchronized state (if AN_ENABLE is set).
e PCS LCMD.AN_RESTART transition from 0Ob to 1b.

Auto-negotiation determines 1350 operation with respect to speed and duplex settings. These
negotiated capabilities override advertised and software controlled device configuration.

When working in SGMII mode, there is no need to set the PCAS_ANADV register, as the MAC
advertisement word is fixed. In SGMII mode the PCS_LCMD.AN TIMEOUT EN bit should be 0, since
Auto-negotiation outcome is required for correct operation. The result of the SGMII level auto-
negotiation can be read from the PCS_LPAB register.

3.7.4.3.2 Forcing Link in SGMII mode

In SGMII, forcing of the link cannot be done at the PCS level, only in the external PHY. The forced
speed and duplex settings are reflected by the SGMII auto-negotiation process; the MAC settings are
automatically done according to this functionality.

3.7.4.3.3 MAC Speed Resolution

The MAC speed and duplex settings are always set according to the SGMII auto-negotiation process.

3.7.4.4 Copper PHY Link Configuration

When operating with the internal PHY, link configuration is generally determined by PHY auto-
negotiation. The software device driver must intervene in cases where a successful link is not
negotiated or the designer desires to manually configure the link. The following sections discuss the
methods of link configuration for copper PHY operation.

3.7.4.4.1 PHY Auto-Negotiation (Speed, Duplex, Flow Control)

When using a copper PHY, the PHY performs the auto-negotiation function. The actual operational
details of this operation are described in the IEEE P802.3ab draft standard and are not included here.

Auto-negotiation provides a method for two link partners to exchange information in a systematic
manner in order to establish a link configuration providing the highest common level of functionality
supported by both partners. Once configured, the link partners exchange configuration information to
resolve link settings such as:

e Speed: - 10/100/1000 Mb/s
e Duplex: - Full or half
e Flow control operation

PHY specific information required for establishing the link is also exchanged.

Note: If flow control is enabled in the 1350, the settings for the desired flow control behavior must
be set by software in the PHY registers and auto-negotiation restarted. After auto-negotiation
completes, the software device driver must read the PHY registers to determine the resolved
flow control behavior of the link and reflect these in the MAC register settings (CTRL.TFCE
and CTRL.RFCE).
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Once PHY auto-negotiation completes, the PHY asserts a link indication (LINK) to the MAC.
Software must have set the Set Link Up bit in the Device Control register (CTRL.SLU) before
the MAC recognizes the LINK indication from the PHY and can consider the link to be up.

3.7.4.4.2 MAC Speed Resolution

For proper link operation, both the MAC and PHY must be configured for the same speed of link
operation. The speed of the link can be determined and set by several methods with the I350. These
include:

e Software-forced configuration of the MAC speed setting based on PHY indications, which might be
determined as follows:

— Software reads of PHY registers directly to determine the PHY's auto-negotiated speed

— Software reads the PHY's internal PHY-to-MAC speed indication (SPD_IND) using the MAC
STATUS.SPEED register

e Software asks the MAC to attempt to auto-detect the PHY speed from the PHY-to-MAC RX_CLK,
then programs the MAC speed accordingly

e MAC automatically detects and sets the link speed of the MAC based on PHY indications by using
the PHY's internal PHY-to-MAC speed indication (SPD_IND)

Aspects of these methods are discussed in the sections that follow.

3.7.4.4.2.1 Forcing MAC Speed

There might be circumstances when the software device driver must forcibly set the link speed of the
MAC. This can occur when the link is manually configured. To force the MAC speed, the software device
driver must set the CTRL.FRCSPD (force-speed) bit to 1b and then write the speed bits in the Device
Control register (CTRL.SPEED) to the desired speed setting. Refer to Section 8.2.1 for details.

Note: Forcing the MAC speed using CTRL.FRCSPD overrides all other mechanisms for configuring
the MAC speed and can yield non-functional links if the MAC and PHY are not operating at the
same speed/configuration.

When forcing the 1350 to a specific speed configuration, the software device driver must also ensure
the PHY is configured to a speed setting consistent with MAC speed settings. This implies that software
must access the PHY registers to either force the PHY speed or to read the PHY status register bits that
indicate link speed of the PHY.

Note: Forcing speed settings by CTRL.SPEED can also be accomplished by setting the
CTRL_EXT.SPD_BYPS bit. This bit bypasses the MAC's internal clock switching logic and
enables the software device driver complete control of when the speed setting takes place.
The CTRL.FRCSPD bit uses the MAC's internal clock switching logic, which does delay the
effect of the speed change.

3.7.4.4.2.2 Using Internal PHY Direct Link-Speed Indication

The I350’s internal PHY provides a direct internal indication of its speed to the MAC (SPD_IND). When
using the internal PHY, the most direct method for determining the PHY link speed and either manually
or automatically configuring the MAC speed is based on these direct speed indications.

For MAC speed to be set/determined from these direct internal indications from the PHY, the MAC must
be configured such that CTRL.ASDE and CTRL.FRCSPD are both Ob (both auto-speed detection and
forced-speed override disabled). After configuring the Device Control register, MAC speed is re-
configured automatically each time the PHY indicates a new link-up event to the MAC.
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When MAC speed is neither forced nor auto-sensed by the MAC, the current MAC speed setting and the
speed indicated by the PHY is reflected in the Device Status register bits STATUS.SPEED.

3.7.4.4.3 MAC Full-/Half- Duplex Resolution

The duplex configuration of the link is also resolved by the PHY during the auto-negotiation process.
The I350’s internal PHY provides an internal indication to the MAC of the resolved duplex configuration
using an internal full-duplex indication (FDX).

When using the internal PHY, this internal duplex indication is normally sampled by the MAC each time
the PHY indicates the establishment of a good link (LINK indication). The PHY's indicated duplex
configuration is applied in the MAC and reflected in the MAC Device Status register (STATUS.FD).

Software can override the duplex setting of the MAC via the CTRL.FD bit when the CTRL.FRCDPLX
(force duplex) bit is set. If CTRL.FRCDPLX is Ob, the CTRL.FD bit is ignored and the PHY's internal
duplex indication is applied.

3.7.4.4.4 Using PHY Registers

The software device driver might be required under some circumstances to read from, or write to, the
MII management registers in the PHY. These accesses are performed via the MDIC register (refer to
Section 8.2.4). The MII registers enable the software device driver to have direct control over the PHY's
operation, which can include:

e Resetting the PHY

e Setting preferred link configuration for advertisement during the auto-negotiation process
e Restarting the auto-negotiation process

e Reading auto-negotiation status from the PHY

e Forcing the PHY to a specific link configuration

The set of PHY management registers required for all PHY devices can be found in the IEEE P802.3ab
standard. The registers for the 1350 PHY are described in Section 3.7.9.

3.7.4.4.5 Comments Regarding Forcing Link

Forcing link in GMII/MII mode (internal PHY) requires the software device driver to configure both the
MAC and PHY in a consistent manner with respect to each other as well as the link partner. After
initialization, the software device driver configures the desired modes in the MAC, then accesses the
PHY registers to set the PHY to the same configuration.

Before enabling the link, the speed and duplex settings of the MAC can be forced by software using the
CTRL.FRCSPD, CTRL.FRCDPX, CTRL.SPEED, and CTRL.FD bits. After the PHY and MAC have both been
configured, the software device driver should write a 1b to the CTRL.SLU bit.

3.7.4.5 Loss of Signal/Link Status Indication

For all modes of operation, an LOS/LINK signal provides an indication of physical link status to the MAC.
When the MAC is configured for optical SerDes mode, the input reflects loss-of-signal connection from
the optics. In backplane mode, where there is no LOS external indication, an internal indication from
the SerDes receiver can be used. In SFP systems the LOS indication from the SFP can be used. In
internal PHY mode, this signal from the PHY indicates whether the link is up or down; typically indicated
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after successful auto-negotiation. Assuming that the MAC has been configured with CTRL.SLU=1b, the
MAC status bit STATUS.LU, when read, generally reflects whether the PHY or SerDes has link (except
under forced-link setup where even the PHY link indication might have been forced).

When the link indication from the PHY is de-asserted or the loss-of-signal asserted from the SerDes,
the MAC considers this to be a transition to a link-down situation (such as cable unplugged, loss of link
partner, etc.). If the Link Status Change (LSC) interrupt is enabled, the MAC generates an interrupt to
be serviced by the software device driver.

3.7.5 Ethernet Flow Control (FC)

The 1350 supports flow control as defined in 802.3x as well as the specific operation of asymmetrical
flow control defined by 802.3z.

Flow control is implemented as a means of reducing the possibility of receive buffer overflows, which
result in the dropping of received packets, and allows for local controlling of network congestion levels.
This can be accomplished by sending an indication to a transmitting station of a nearly full receive
buffer condition at a receiving station.

The implementation of asymmetric flow control allows for one link partner to send flow control packets
while being allowed to ignore their reception. For example, not required to respond to PAUSE frames.
The following registers are defined for the implementation of flow control:

e CTRL.RFCE field is used to enable reception of legacy flow control packets and reaction to them.

e CTRL.TFCE field is used to enable transmission of legacy flow control packets.

e Flow Control Address Low, High (FCAL/H) - 6-byte flow control multicast address

e Flow Control Type (FCT) 16-bit field to indicate flow control type

e Flow Control bits in Device Control (CTRL) register - Enables flow control modes.

e Discard PAUSE Frames (DPF) and Pass MAC Control Frames (PMCF) in RCTL - controls the
forwarding of control packets to the host.

¢ Flow Control Receive Threshold High (FCRTHO) - A 13-bit high watermark indicating receive buffer
fullness. A single watermark is used in link FC mode.

¢ DMA Coalescing Receive Threshold High (FCRTC) - A 13-bit high watermark indicating receive
buffer fullness when in DMA coalescing and TX buffer is empty. Value in this register can be higher
than value placed in the FCRTHO register since watermark needs to be set to allow for only
reception of a maximum sized RX packet before XOFF flow control takes effect and reception is
stopped (refer to Table 3-29 for information on flow control threshold calculation).

e Flow Control Receive Threshold Low (FCRTLO) - A 13-bit low watermark indicating receive buffer
emptiness. A single watermark is used in link FC mode.

¢ Flow Control Transmit Timer Value (FCTTV) - a set of 16-bit timer values to include in transmitted
PAUSE frame. A single timer is used in Link FC mode.

e Flow Control Refresh Threshold Value (FCRTV) - 16-bit PAUSE refresh threshold value

3.7.5.1 MAC Control Frames and Receiving Flow Control Packets

3.7.5.1.1 Structure of 802.3X FC Packets

Three comparisons are used to determine the validity of a flow control frame:
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1. A match on the 6-byte multicast address for MAC control frames or to the station address of the
I350 (Receive Address Register 0).

2. A match on the type field.
3. A comparison of the MAC Control Op-Code field.

The 802.3x standard defines the MAC control frame multicast address as 01-80-C2-00-00-01.
The Type field in the FC packet is compared against an IEEE reserved value of 0x8808.

The final check for a valid PAUSE frame is the MAC control op-code. At this time only the PAUSE control
frame op-code is defined. It has a value of 0x0001.

Frame-based flow control differentiates XOFF from XON based on the value of the PAUSE timer field.
Non-zero values constitute XOFF frames while a value of zero constitutes an XON frame. Values in the
Timer field are in units of pause quantum (slot time). A pause quantum lasts 64 byte times, which is
converted in absolute time duration according to the line speed.

Note: XON frame signals the cancellation of the pause from initiated by an XOFF frame - pause for
zero pause quantum.

Table 3-26 lists the structure of a 802.3X FC packet.

Table 3-26 802.3X Packet Format

DA 01_80_C2_00_00_01 (6 bytes)
SA Port MAC address (6 bytes)
Type 0x8808 (2 bytes)

Op-code 0x0001 (2 bytes)

Time XXXX (2 bytes)

Pad 42 bytes

CRC 4 bytes

3.7.5.1.2 Operation and Rules

The 1350 operates in Link FC.
e Link FC is enabled by the RFCE bit in the CTRL Register.
Note: Link flow control capability is negotiated between link partners via the auto negotiation
process. It is the software device driver responsibility to reconfigure the link flow control

configuration after the capabilities to be used where negotiated as it might modify the value
of these bits based on the resolved capability between the local device and the link partner.

Once the receiver has validated receiving an XOFF, or PAUSE frame, the 1350 performs the following:
e Increments the appropriate statistics register(s)
e Sets the Flow_Control State bit in the FCSTSO register.

e Initializes the pause timer based on the packet's PAUSE timer field (overwriting any current timer’s
value)

e Disables packet transmission or schedules the disabling of transmission after the current packet
completes.

Resumption of transmission might occur under the following conditions:
e Expiration of the PAUSE timer
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e Reception of an XON frame (a frame with its PAUSE timer set to Ob)

Both conditions clear the relevant Flow_Control State bit in the relevant FCSTSO register and
transmission can resume. Hardware records the number of received XON frames.

3.7.5.1.3 Timing Considerations

When operating at 1 Gb/s line speed, the I350 must not begin to transmit a (new) frame more than two
pause-quantum-bit times after receiving a valid link XOFF frame, as measured at the wires. A pause
quantum is 512-bit times.

When operating in full duplex at 100 Mb/s or 1 Gb/s line speeds, the 1350 must not begin to transmit a
(new) frame more than 576-bit times after receiving a valid link XOFF frame, as measured at the wire.

3.7.5.2

PAUSE and MAC Control Frames Forwarding

Two bits in the Receive Control register, control forwarding of PAUSE and MAC control frames to the
host. These bits are Discard PAUSE Frames (DPF) and Pass MAC Control Frames (PMCF):

e The DPF bit controls forwarding of PAUSE packets to the host.
e The PMCEF bit controls forwarding of non-PAUSE packets to the host.

Note:

When flow control reception is disabled (CTRL.RFCE = 0), legacy flow control packets are not

recognized and are parsed as regular packets.

Table 3-27 lists the behavior of the DPF bit.

Table 3-27 Forwarding of PAUSE Packet to Host (DPF Bit)
RFCE DPF Are FC Packets Forwarded to Host?
0 Yes. Packets needs to pass the L2 filters (refer to Section 7.1.1.1).1

1

0

Yes. Packets needs to pass the L2 filters (refer to Section 7.1.1.1).

1

1

No if unicast, Yes, if multicast.

1. The flow control multicast address is not part of the L2 filtering unless explicitly required.

Table 3-28 defines the behavior of the PMCF bit.

Table 3-28 Transfer of Non-PAUSE Control Packets to Host (PMCF Bit)
RFCE PMCF Are Non-FC MAC Control Packets Forwarded to Host?
0 X Yes. Packets needs to pass the L2 filters (refer to Section 7.1.1.1).
X 1 Yes. Packets needs to pass the L2 filters (refer to Section 7.1.1.1).
X 0 No
3.7.5.3 Transmission of PAUSE Frames

The I350 generates PAUSE packets to ensure there is enough space in its receive packet buffers to
avoid packet drop. The 1350 monitors the fullness of its receive packet buffers and compares it with the
contents of a programmable threshold. When the threshold is reached, the 1350 sends a PAUSE frame.
The 1350 also supports the sending of link Flow Control (FC).
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Note: Similar to receiving link flow control packets previously mentioned, link XOFF packets can be
transmitted only if this configuration has been negotiated between the link partners via the
auto-negotiation process or some higher level protocol. The setting of this bit by the software
device driver indicates the desired configuration.

The transmission of flow control frames should only be enabled in full-duplex mode per the
IEEE 802.3 standard. Software should ensure that the transmission of flow control packets is
disabled when the I350 is operating in half-duplex mode.

3.7.5.3.1 Operation and Rules

Transmission of link PAUSE frames is enabled by software writing a 1b to the TFCE bit in the Device
Control register.

The I350 sends a PAUSE frame when Rx packet buffer is full above the high threshold defined in the
Flow Control Receive Threshold High (FCRTO.RTH) register field. When the threshold is reached, the
1350 sends a PAUSE frame with its pause time field equal to FCTTV. The threshold should be large
enough to overcome the worst case latency from the time that crossing the threshold is sensed till
packets are not received from the link partner. The Flow Control Receive Threshold High value should
be calculated as follows:

Flow Control Receive Threshold High =Internal RX Buffer Size - (Threshold
Cross to XOFF Transmission + Round-trip Latency + XOFF Reception to Link
Partner response)

Parameter values to be used for calculating the FCRTO.RTH value can be found in Table 3-29.

Table 3-29 Flow Control Receive Threshold High (FCRTHO.RTH) Value Calculation

Latency Parameter Affected by Parameter Value
Threshold Cross to XOFF Transmission | Max packet size Max packet Size * 1.25
XOFF Reception to Link Partner . .
response Max packet size Max packet size
) The latencies on the wire and the LAN devices at 320 Byte (for 1000Base-T
Round trip lat ;
ound trip latency both sides of the wire operation).

Note: When DMA Coalescing is enabled (DMACR.DMAC_EN = 1) value placed in the
FCRTC.RTH_Coal field should be equal or lower than:

FCRTC.RTH_Coal = FCRTHO.RTH + Max packet Size * 1.25

The FCRTC.RTH_Coal is used as the high watermark to generate XOFF flow control packets when the
internal TX buffer is empty and the 1350 is executing DMA coalescing. In this case, no delay to
transmission of flow control packet exists so its possible to increase level of watermark before issuing a
XOFF flow control frame.

After transmitting a PAUSE frame, the 1350 activates an internal shadow counter that reflects the link
partner pause timeout counter. When the counter reaches the value indicated in the FCRTV register,
then, if the PAUSE condition is still valid (meaning that the buffer fullness is still above the high
watermark), a XOFF message is sent again.

Once the receive buffer fullness reaches the low water mark, the I350 sends a XON message (a PAUSE
frame with a timer value of zero). Software enables this capability with the XONE field of the FCRTL.
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The I350 sends an additional PAUSE frame if it has previously sent one and the packet buffer overflows.
This is intended to minimize the amount of packets dropped if the first PAUSE frame did not reach its
target.

3.7.5.3.2 Software Initiated PAUSE Frame Transmission

The I350 has the added capability to transmit an XOFF frame via software. This is accomplished by
software writing a 1b to the SWXOFF bit of the Transmit Control register. Once this bit is set, hardware
initiates the transmission of a PAUSE frame in a manner similar to that automatically generated by
hardware.

The SWXOFF bit is self-clearing after the PAUSE frame has been transmitted.

Note: The Flow Control Refresh Threshold mechanism does not work in the case of software-
initiated flow control. Therefore, it is the software’s responsibility to re-generate PAUSE
frames before expiration of the pause counter at the other partner's end.

The state of the CTRL.TFCE bit or the negotiated flow control configuration does not affect software
generated PAUSE frame transmission.

Note: Software sends an XON frame by programming a Ob in the PAUSE timer field of the FCTTV
register. Software generation of XON packet is not allowed while the hardware flow control
mechanism is active, as both use the FCTTV registers for different purposes.

XOFF transmission is not supported in 802.3x for half-duplex links. Software should not
initiate an XOFF or XON transmission if the 1350 is configured for half-duplex operation.

When flow control is disabled, pause packets (XON, XOFF, and other FC) are not detected as
flow control packets and can be counted in a variety of counters (such as multicast).

3.7.5.4 IPG Control and Pacing

The I350 supports the following modes of controlling IPG duration:
e Fixed IPG - the IPG is extended by a fixed duration

3.7.5.4.1 Fixed IPG Extension

The 1350 allows controlling of the IPG duration. The IPGT configuration field enables an extension of
IPG in 4-byte increments. One possible use of this capability is to allow the insertion of bytes into the
transmit packet after it has been transmitted by the I350 without violating the minimum IPG
requirements. For example, a security device connected in series to the I350 might add security
headers to transmit packets before the packets are transmitted on the network.

3.7.6 Loopback Support

3.7.6.1 General

The I350 supports the following types of internal loopback in the LAN interfaces:
¢ MAC Loopback (Point 1) - see Section 3.7.6.2.
e PHY Loopback (Point 2) - see Section 3.7.6.3.
e SerDes, SGMII or 1000BASE-KX Loopback (Point 3) - see Section 3.7.6.4.

155



(int ),
l n e Intel® Ethernet Controller 1350 — Interconnects

e External PHY Loopback (Point 4) - see Section 3.7.6.5.

By setting the device to loopback mode, packets that are transmitted towards the line will be looped
back to the host. The 1350 is fully functional in these modes, just not transmitting data over the lines.
Figure 3-5 shows the points of loopback.

@ SerDeAF SerDes
\ Interfacﬂ SGMII
MAC

% GMII
j Internal
- 1GbT )

PHYJ@
©

Packet Buffer
PCle— " “and DMA | |

Figure 3-5 I350 Loopback Modes

3.7.6.2 MAC Loopback

In MAC loopback, the PHY and SerDes blocks are not functional and data is looped back before these
blocks.

3.7.6.2.1 Setting the I350 to MAC Loopback Mode

The following procedure should be used to put the 1350 in MAC loopback mode:
e Set RCTL.LBM to 2'b01 (bits 7:6)
e Set CTRL.SLU (bit 6, should be set by default)
e Set CTRL.FRCSPD and FRCDPLX (bits 11 and 12)
e Set the CTRL.FD bit and program the CTRL.SPEED field to 10b (1G).
e Set EEER.EEE_FRC_AN to 1b to enable checking EEE operation in MAC loopback mode.

Filter configuration and other TX/RX processes are the same as in normal mode.

3.7.6.3 Internal PHY Loopback

In PHY loopback, the SerDes block is not functional and data is looped back at the end of the PHY
functionality. This means all the design, that is functional in copper mode, is involved in the loopback

3.7.6.3.1 Setting the I350 to Internal PHY loopback Mode

The following procedure should be used to place the 1350 in PHY loopback mode on any LAN port:
e Set Link mode to Internal PHY: CTRL_EXT.LINK_MODE = 00b.
e Clear PHPM.SPD_EN.
e In PHY control register (PCTRL - Address 0 in the PHY):
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— Set Duplex mode (bit 8)

— Set Loopback bit (Bit 14)

— Clear Auto Neg enable bit (Bit 12)

— Set speed using bits 6 and 13 as described in EAS.

— Register value should be:
For 10 Mbps 0x4100
For 100 Mbps 0x6100
For 1000 Mbps 0x4140.

e Determine the exact type of loopback using the loopback control register (PHLBKC - address 19d,
refer to Section 8.26.3.17).
Note: While in MII loopback mode PHLBKC.Force Link Status should be set to 1 to receive valid link
state and be able to Transmit and Receive normally.

Make sure a Configure command is re-issued (loopback bits set to 00b) to cancel the
loopback mode.

3.7.6.4 SerDes, SGMII and 1000BASE-KX Loopback

In SerDes, SGMII or 1000BASE-KX loopback, the PHY block is not functional and data is looped back at
the end of the relevant functionality. This means all the design that is functional in SerDes/SGMII or
1000BASE-KX mode, is involved in the loopback.

Note: SerDes loopback is functional only if the SerDes link is up.

3.7.6.4.1 Setting SerDes/1000BASE-BX, SGMII, 1000BASE-KX Loopback
Mode

The following procedure should be used to place the I350 in SerDes loopback mode:
e Set Link mode to either SerDes, SGMII or 1000BASE-KX by:
— 1000BASE-KX: CTRL_EXT.LINK_MODE = 01b
— SGMII: CTRL_EXT.LINK_MODE = 10b
— SerDes/1000BASE-BX: CTRL_EXT.LINK_MODE = 11b
e Configure SERDES to loopback: RCTL.LBM = 11b
¢ Move to Force mode by setting the following bits:
— CTRL.FD (CSR 0x0 bit 0) =1
— CTRL.SLU (CSR 0x0 bit 6) = 1
— CTRL.RFCE (CSR 0x0 bit 27) = 0
— CTRL.TFCE (CSR 0x0 bit 28) = 0
— PCS_LCTL.FORCE_LINK (CSR 0X4208 bit 5) = 1
— PCS_LCTL.FSD (CSR 0X4208 bit 4) = 1
— PCS_LCTL.FDV (CSR 0X4208 bit 3) = 1
— PCS_LCTL.FLV (CSR 0X4208 bit 0) = 1
— PCS_LCTL.AN_ENABLE (CSR 0X4208 bit 16) =0
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3.7.6.5 External PHY Loopback

In External PHY loopback, the SerDes block is not functional and data is sent through the MDI interface
and looped back using an external loopback plug. This means all the design, that is functional in copper
mode, is involved in the loopback. If connected at 10/100 Mbps, the loopback will work without any
special setup. For 1000 Mbps operation, the following flow should be used:

3.7.6.5.1 Setting the I350 Internal PHY to External Loopback Mode

The following procedure should be used to put the I350 internal PHY into external loopback mode:
e Connect the external loopback cable to the port
Set Link mode to PHY: CTRL_EXT.LINK_MODE = 00b
In PHY Loopback Control Register - PHLBKC (Address 19d in the PHY):
— Set External Cable mode (bit 7)
e In PHY Control Register (Address 0 in the PHY):
— Restart auto-negotiation (Set bit 9)
¢ Wait for auto-negotiation to complete, then transmit and receive normally.

3.7.6.6 Line Loopback

In line loopback (Figure 3-6), MAC and SerDes interfaces are not functional, and the data is sent from a
link partner to the PHY to test transmit and receive data paths. Frames that originate from a link
partner are looped back from the PHY and sent out on the wire before reaching the MAC interface pins.

The following should be confirmed before enabling the line loopback feature:

e The PHY must first establish a full-duplex link with another PHY link partner, either through
autonegotiation or through forcing the same link speed.

To enable line loopback mode once the link is established, set bit 9 to 1b in the Loopback Control
Register - PHLBKC (19d; R/W) (see Section 8.26.3.17).
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N
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Figure 3-6 Line Loopback
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3.7.7 Energy Efficient Ethernet (EEE)

EEE (Energy Efficient Ethernet) Low Power Idle (LPI) mode defined in IEEE802.3az optionally allows
power saving by switching off part of the 1350 functionality when no data needs to be transmitted or/
and received. Decision on whether the 1350 transmit path should enter Low Power Idle mode or exit
Low Power Idle mode is done according to need to transmit. Information on whether Link Partner has
entered Low Power Idle mode is detected by the I350 and utilized for power saving in the receive
circuitry.

When no data needs to be transmitted, a request to enter transmit Low Power Idle is issued on the
internal xxMII TX interface causing the PHY to transmit sleep symbols for a predefined period of time
followed by a quite period. During LPI, the PHY periodically transmits refresh symbols that are used by
the link partner to update adaptive filters and timing circuits in order to maintain link integrity. This
quiet-refresh cycle continues until transmission of ‘normal inter-frame’ encoding on the internal xxMII
interface. The PHY communicates to the link partner the move to active link state by sending Wake
symbols for a predefined period of time. The PHY then enters normal operating state where data or idle
symbols are transmitted.

In the receive direction, entering Low Power Idle mode is triggered by the reception of sleep symbols
from the link partner. This signals that the link partner is about to enter Low Power Idle mode. After
sending the sleep symbols, the link partner ceases transmission. When Link partner enters LPI the PHY
indicates “assert low power idle” on the internal xxMII RX interface and the the 1350 receiver disables
certain functionality to reduce power consumption.

Figure 3-7 and Table 3-30 illustrate general principles of EEE LPI operation on the Ethernet Link.

Active Low-Power Active
p A A A
o) & &
) 3 =
o o o
el (%] [%]
Quiet = Quiet =
N : i
Ts Tq Tr Tvcll_PHY '
Tw_System
Figure 3-7 Energy Efficient Ethernet Operation
Table 3-30 Energy Efficient Ethernet Parameters
Parameter Description
Sleep Time (Ts) Duration PHY sends Sleep symbols before going Quiet.
Quiet Duration (Tq) Duration PHY remains Quiet before it must wake for Refresh period.
Refresh Duration (Tr) Duration PHY sends Refresh symbols for timing recovery and coefficient synchronization.
PHY Wake Time (Tw_PHY) Minimum duration PHY takes to resume to Active state after decision to Wake.
Receive System Wake Time Wait period where no data is expected to be received to give the local receiving system time to
(Tw_System_rx) wake up.
Transmit System Wake Time . . . . . o .
(Tw_System_tx) Wait period where no data is transmitted to give the remote receiving system time to wake up.
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3.7.7.1 Conditions to Enter EEE TX LPI

In the transmit direction when network interface is internal copper PHY (CTRL_EXT.LINK_MODE =
00b), entry into to EEE Low Power Idle (LPI) mode of operation is triggered when one of the following
conditions exist:

1. No transmission is pending, Management does not need to transmit and internal Transmit buffer is
empty and EEER.TX_LPI_EN is set to 1.

2. If the EEER.TX_LPI_EN and EEER.LPI_FC bits are set to 1 and a XOFF flow control packet is
received from the Link partner the 1350 will move the link into TX LPI state for the Pause duration
even if transmission is pending.

3. When EEER.Force_TLPI is set (even if EEER.TX_LPI_EN is cleared).

— If EEER.Force_TLPI is set in mid-packet the 1350 will complete packet transmission and then
move TX to LPI.

— Setting the EEER.Force_TLPI bit to 1 only stops transmission of packets from the Host. The
1350 will move link out of TX LPI to transmit packets from the Management even when
EEER.Force_TLPI is set to 1.

4. When function enters D3 state and there’s no Management TX traffic, internal transmit buffers are
empty and EEER.TX_LPI_EN is set to 1.

When one of the above conditions to enter TX LPI state is detected “assert low power idle” is
transmitted on the internal xxMII interface and the I350 PHY transmits Sleep symbols on the network
interface to communicate to the link partner entry into TX Low Power Idle link state. After Sleep
symbols transmission, behavior of PHY differs according to link speed (100BASE-TX or 1000BASE-T):

1. In 100BASE-TX PHY enters low power operation in an asymmetric manner. After Sleep symbols
transmission, the PHY immediately enters a low power quiet state.

2. In 1000BASE-T PHY entry into quiet state is symmetric. Only after PHY transmits sleep symbols and
receives sleep symbols from the remote PHY does the PHY enter the quiet state.

After entry into quiet link state the PHY periodically transitions between quiet link state, where link is
idle, to sending refresh symbols until a request to transition link back to normal (active) mode is
transmitted on the internal xxMII TX interface (see Figure 3-7).

Note: MAC entry into TX LPI state is always asymmetric (in both 100BASE-TX and 1000BASE-T PHY
operating modes).

3.7.7.2 Exit of TX LPI to Active Link State

The 1350 will exit TX LPI link state and transition link into active link state when none of the conditions
defined in Section 3.7.7.1 exist. To transition into active link state the 1350 transmits:

1. Normal ‘inter-frame’ encoding on the internal xxMII TX interface for a pre-defined link rate
dependant period time of Tw_sys_tx-min. As a result PHY will transmit Wake symbols for a Tw_phy
duration followed by Idle symbols.

2. If the Tw_System_tx duration defined in the EEER.Tw_system field is longer than Tw_sys_tx-min
the I350 will continue transmitting the ‘inter-frame’ encoding on the internal xxMII interface until
the time defined in the EEER.Tw_system field has expired, before transmitting the actual data.
During this period the PHY will continue transmitting Idle symbols.

Note: When moving out of TX LPI to transmit a 802.3x flow control frame the 1350 will wait only the
Tw_sys_tx-min duration before transmitting the flow control frame. It should be noted that
even in this scenario, actual data will be transmitted only after the Tw_System_tx time
defined in the EEER.Tw_system field has expired.
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3.7.7.3 EEE Auto-Negotiation

Auto-Negotiation provides the capability to negotiate Energy Efficient Ethernet capabilities with the Link
partner using the Next page mechanism defined in IEEE802.3 Annex 28C. IEEE802.3 Auto-Negotiation
is performed at power up, on command from SW, upon detection of a PHY error or following link re-
connection.

During the link establishment process, both link partners indicate their EEE capabilities via the
IEEE802.3 Auto-negotiation process. If EEE is supported by both link partners for the negotiated PHY
type then the EEE function may be used independently in either direction.

When operating in Internal PHY mode (CTRL_EXT.LINK_MODE = 00b), the 1350 supports EEE auto-
negotiation. EEE capabilities advertised during Auto-negotiation can be modified via the EEE
advertisement field in the internal PHY (refer to Section 8.26.3.15) or via the EEER.EEE_1G_AN and
EEER.EEE_100M_AN bits.

3.7.7.4 EEE Link Level (LLDP) Capabilities Discovery

When operating in Internal PHY mode (CTRL_EXT.LINK_MODE = 00b), the I350 supports LLDP
negotiation via software, using the EEE IEEE802.1AB LLDP (Link Layer Discovery Protocol) Type,
Length, Value (TLV) fields defined in IEEE802.3az clause 78 and clause 79. LLDP negotiation enables
negotiation of increased System wake time (Transmit T, and Receive T,,) to enable improving system
energy efficiency.

After software negotiates a new System Wake Time Via EEE LLDP negotiation, software should update
the:

1. EEER.Tw_system field with the negotiated Transmit T, time value, to increase the duration where
idle symbols are transmitted following move out of EEE TX LPI state before actual data can be
transmitted.

— Value placed in EEER.Tw_system field does not affect transmission of flow control packets.
Depending on the technology (100BASE-TX or 1000BASE-T) flow control packet transmission is
delayed following move out of EEE TX LPI state only by the minimum Tw_sys_tx time as defined
in IEEE802.3az clause 78.5.

2. The LTRMAXYV register with a value:

LTRMINV =< LTRMAXV <= LTRMINV + negotiated Receive Tw Time.

3. Set LTRC.EEEMS_EN bit to 1 (if bit was cleared), so that on detection of EEE RX LPI on the network
an updated LTR message with the value programmed in the LTRMAXYV register will be sent on the
PCIe interface.

4. Set EEER.TX_LPI_EN bit to 1 (if bit was cleared), to enable entry into EEE LPI on TX path.

Set EEER.RX_LPI_EN bit to 1 (if bit was cleared), to enable detection of link partner entering EEE LPI
state on RX path.Once the LTRC.EEEMS_EN bit is set and a port detects link partner entry into the EEE
LPI state on the internal xxMII RX interface, the port will increase its reported latency tolerance to the
value programed in the LTRMAXV register. If all ports have increased latency tolerance, then on
detection of the RX EEE LPI state an updated LTR message will be sent on the PCle interface.

When Wake symbols are detected on the Ethernet Link, due to link partner moving out of EEE RX LPI
state, the port will report a reduced latency tolerance that equals the value placed in the LTRMINV
register and the 1350 will send on the PCle interface a new LTR message with a reduced latency
tolerance value of LTRMINV.
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Note: If link is disconnected or Auto-negotiation is re-initiated, then the LTRC.EEEMS_EN bit is
cleared by HW. Bit should be set to 1b by software following re-execution of an EEE LLDP
negotiation.

Figure 3-8 shows the format of the EEE TLV, meaning of the various TLV parameters can be found in
IEEE802.3az clause 78 and clause 79.

type = 127 | stringlength =14 | 00-12-0F | subtype = TBA T Ty,
7 hits 9 hits 2 octets 1 octet 2 octets 2 octets
_ TLY header R TLV information string i
Fallback Echo Echo
. Receive Transmit Receive
TW T'I'I' T‘I‘I
2 octets 2 octets 2 octets
TLV information string {contd)

Figure 3-8 EEE LLDP TLV

3.7.7.5 Programming the I350 for EEE Operation

To activate EEE support when operating in Internal PHY mode (CTRL_EXT.LINK_MODE = 00b), software
should program the following fields to enable EEE on a LAN port:

1. IPCNFG register (refer to Section 8.26.1) if default EEE advertised Auto-negotiation values need to
be modified.

2. Set the EEER.TX_LPI_EN and EEER.RX_LPI_EN bits (refer to Section 8.24.10) to 1 to enable EEE
LPI support on TX and RX paths respectively, if result of Auto-negotiation at the specified link speed
enables entry to LPI.

3. Set the EEER.LPI_FC bit (refer to Section 8.24.10) if required to enable move into EEE TX LPI state
for the Pause duration when link partner sends a XOFF Flow control packet even if internal Transmit
buffer is not empty and transmit descriptors are available.

4. Update EEER.Tw_system field (refer to Section 8.24.10) with the new negotiated Transmit T,, time
after completion of EEE LLDP negotiation.

5. Following EEE LLDP negotiation program the LTRMAXYV register (refer to Section 8.24.8) with a
value of:

LTRMINV =< LTRMAXV <= LTRMINV + negotiated Receive T, Time.
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6. Set the LTRC.EEEMS_EN bit to 1b, to enable sending an updated PCle Latency Tolerance Report
(LTR) message when detecting link partner entry into EEE RX LPI state.
Notes:

1. The LTRC.EEEMS_EN bit is cleared following Link disconnect or Auto-negotiation and should be set
to 1 by software following EEE LLDP re-negotiation.

2. The I350 waits for at least 1 second following Auto-negotiation (due to reset, Link disconnect or link
speed change) and link-up indication (STATUS.LU set to 1, refer to Section 8.2.2) before enabling
link entry into EEE TX LPI state to comply with the IEEE802.3az specification.

3.7.7.6 EEE Statistics

The 1350 supports reporting number of EEE LPI TX and RX events via the RLPIC and TLPIC registers.

3.7.8 Integrated Copper PHY Functionality

The register set used to control the PHY functionality (PHYREG) is described in Section 8.26. the
registers can be programmed using the MDIC register (refer to Section 8.2.4).

3.7.8.1 Determining Link State

The PHY and its link partner determine the type of link established through one of three methods:
e Auto-negotiation
¢ Parallel detection
e Forced operation

Auto-negotiation is the only method allowed by the 802.3ab standard for establishing a 1000BASE-T
link, although forced operation could be used for test purposes. For 10/100 links, any of the three
methods can be used. The following sections discuss each in greater detail.

Figure 3-9 provides an overview of link establishment. First the PHY checks if auto-negotiation is
enabled. By default, the PHY supports auto-negotiation, see PHY Register 0, bit 12. If not, the PHY
forces operation as directed. If auto-negotiation is enabled, the PHY begins transmitting Fast Link
Pulses (FLPs) and receiving FLPs from its link partner. If FLPs are received by the PHY, auto-negotiation
proceeds. It also can receive 100BASE-TX MLT3 and 10BASE-T Normal Link Pulses (NLPs). If either
MLT3 or NLPs are received, it aborts FLP transmission and immediately brings up the corresponding
half-duplex link.
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Figure 3-9
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Overview of Link Establishment

False Link

The PHY does not falsely establish link with a partner operating at a different speed. For example, the
PHY does not establish a 1 Gb/s or 10 Mb/s link with a 100 MB/s link partner.

When the PHY is first powered on, reset, or encounters a link down state; it must determine the line
speed and operating conditions to use for the network link.

The PHY first checks the MDIO registers (initialized via the hardware control interface or written by
software) for operating instructions. Using these mechanisms, designers can command the PHY to do
one of the following:
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Force twisted-pair link operation to:
— 1000T, full duplex

1000T, half duplex

100TX, full duplex

100TX, half duplex

10BASE-T, full duplex
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— 10BASE-T, half duplex
o Allow auto-negotiation/parallel-detection.
In the first six cases (forced operation), the PHY immediately begins operating the network interface as
commanded. In the last case, the PHY begins the auto-negotiation/parallel-detection process.

3.7.8.1.2 Forced Operation

Forced operation can be used to establish 10 Mb/s and 100 Mb/s links, and 1000 Mb/s links for test
purposes. In this method, auto-negotiation is disabled completely and the link state of the PHY is
determined by MII Register 0.

Note: When speed is forced, the auto cross-over feature is not functional.

In forced operation, the designer sets the link speed (10, 100, or 1000 MB/s) and duplex state (full or
half). For Gigabit (1000 MB/s) links, designers must explicitly designate one side as the master and the
other as the slave.

Note: The paradox (per the standard): If one side of the link is forced to full-duplex operation and
the other side has auto-negotiation enabled, the auto-negotiating partner parallel-detects to
a half-duplex link while the forced side operates as directed in full-duplex mode. The result is
spurious, unexpected collisions on the side configured to auto-negotiate.

Table 3-31 lists link establishment procedures.

Table 3-31 Determining Duplex State Via Parallel Detection

Configuration Result
Both sides set for auto-negotiate Link is established via auto-negotiation.
Both sides set for forced operation No problem as long as duplex settings match.

One side set for auto-negotiation and the other for forced, half-

duplex Link is established via parallel detect.

Link is established; however, sides disagree, resulting in
transmission problems (Forced side is full-duplex, auto-
negotiation side is half-duplex.).

One side set for auto-negotiation and the other for forced full-
duplex

3.7.8.1.3 Auto Negotiation

The PHY supports the IEEE 802.3u auto-negotiation scheme with next page capability. Next page
exchange uses Register 7 to send information and Register 8 to receive them. Next page exchange can
only occur if both ends of the link advertise their ability to exchange next pages.

3.7.8.1.4 Parallel Detection

Parallel detection can only be used to establish 10 and 100 Mb/s links. It occurs when the PHY tries to
negotiate (transmit FLPs to its link partner), but instead of sensing FLPs from the link partner, it senses
100BASE-TX MLT3 code or 10BASE-T Normal Link Pulses (NLPs) instead. In this case, the PHY
immediately stops auto-negotiation (terminates transmission of FLPs) and immediately brings up
whatever link corresponds to what it has sensed (MLT3 or NLPs). If the PHY senses both technologies,
the parallel detection fault is detected and the PHY continues sending FLPs.

With parallel detection, it is impossible to determine the true duplex state of the link partner and the
IEEE standard requires the PHY to assume a half-duplex link. Parallel detection also does not allow
exchange of flow-control ability (PAUSE and ASM_DIR) or the master/slave relationship required by
1000BASE-T. This is why parallel detection cannot be used to establish GbE links.
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3.7.8.1.5 Auto Cross-Over

Twisted pair Ethernet PHY's must be correctly configured for MDI or MDI-X operation to inter operate.
This has historically been accomplished using special patch cables, magnetics pinouts or Printed Circuit
Board (PCB) wiring. The PHY supports the automatic MDI/MDI-X configuration originally developed for
1000Base-T and standardized in IEEE 802.3u section 40. Manual (non-automatic) configuration is still
possible.

For 1000BASE-T links, pair identification is determined automatically in accordance with the standard.

For 10/100/1000 Mb/s links and during auto-negotiation, pair usage is determined by bits 9 and 10 in
the PHCTRL2 register (PHYREG18). The PHY activates an automatic cross-over detection function. If bit
PHCTRL2.Automatic MDI/MDI-X (18.10) = 1b, the PHY automatically detects which application is being
used and configures itself accordingly.

The automatic MDI/MDI-X state machine facilitates switching the MDI_PLUS[0] and MDI_MINUS[O0]
signals with the MDI_PLUS[1] and MDI_MINUS[1] signals, respectively, prior to the auto-negotiation
mode of operation so that FLPs can be transmitted and received in compliance with Clause 28 auto-
negotiation specifications. An algorithm that controls the switching function determines the correct
polarization of the cross-over circuit. This algorithm uses an 11-Bit Linear Feedback Shift Register
(LFSR) to create a pseudo-random sequence that each end of the link uses to determine its proposed
configuration. After making the selection to either MDI or MDI-X, the node waits for a specified amount
of time while evaluating its receive channel to determine whether the other end of the link is sending
link pulses or PHY-dependent data. If link pulses or PHY-dependent data are detected, it remains in that
configuration. If link pulses or PHY-dependent data are not detected, it increments its LFSR and makes
a decision to switch based on the value of the next bit. The state machine does not move from one
state to another while link pulses are being transmitted.

MDI (DTE/NIC) MDIX (Switch)
_A_-R— ) Flat Cable _R_A_
> J o Tx RX JI X
Bl4] 3 3 |4 (B
RX 15 6] RY IX g 5L X
Phy 4 4
™X|_C 5l TX RX_[5 C X
7 7
RX 8l pY Ix |8 D X
CROSS(1:0) =00 CROSS(1:0) =01

Figure 3-10 Cross-Over Function

3.7.8.1.6 10/100 MB/s Mismatch Resolution

It is a common occurrence that a link partner (such as a switch) is configured for forced full-duplex
(FDX) 10/100 Mb/s operation. The normal auto-negotiation sequence would result in the other end
settling for half-duplex (HDX) 10/100 Mb/s operation. The mechanism described in this section resolves
the mismatch automatically and transitions the 1350 into FDX mode, enabling it to operate with a
partner configured for FDX operation.
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The I350 enables the system software device driver to detect the mismatch event previously described
and sets its duplex mode to the appropriate value without a need to go through another auto-
negotiation sequence or breaking link. Once software detects a possible mismatch, it might instruct the
1350 to change its duplex setting to either HDX or FDX mode. Software sets the Duplex_manual_set bit
to indicate that duplex setting should be changed to the value indicated by the Duplex Mode bit in PHY
Register 0. Any change in the value of the Duplex Mode bit in PHY Register 0 while the
Duplex_manual_set bit is set to 1b would also cause a change in the device duplex setting.

The Duplex_manual_set bit is cleared on all PHY resets, following auto-negotiation, and when the link
goes down. Software might track the change in duplex through the PHY Duplex Mode bit in Register 17
or a MAC indication.

3.7.8.1.7 Link Criteria

Once the link state is determined-via auto-negotiation, parallel detection or forced operation, the PHY
and its link partner bring up the link.

3.7.8.1.7.1 1000BASE-T

For 1000BASE-T links, the PHY and its link partner enter a training phase. They exchange idle symbols
and use the information gained to set their adaptive filter coefficients. These coefficients are used to
equalize the incoming signal, as well as eliminate signal impairments such as echo and cross talk.

Either side indicates completion of the training phase to its link partner by changing the encoding of the
idle symbols it transmits. When both sides so indicate, the link is up. Each side continues sending idle
symbols each time it has no data to transmit. The link is maintained as long as valid idle, data, or
carrier extension symbols are received.

3.7.8.1.7.2 100BASE-TX

For 100BASE-TX links, the PHY and its link partner immediately begin transmitting idle symbols. Each
side continues sending idle symbols each time it has no data to transmit. The link is maintained as long
as valid idle symbols or data is received.

In 100 Mb/s mode, the PHY establishes a link each time the scrambler becomes locked and remains
locked for approximately 50 ms. Link remains up unless the descrambler receives less than 12
consecutive idle symbols in any 2 ms period. This provides for a very robust operation, essentially
filtering out any small noise hits that might otherwise disrupt the link.

3.7.8.1.7.3 10BASE-T
For 10BASE-T links, the PHY and its link partner begin exchanging Normal Link Pulses (NLPs). The PHY

transmits an NLP every 16 ms and expects to receive one every 10 to 20 ms. The link is maintained as
long as normal link pulses are received.

In 10 Mb/s mode, the PHY establishes link based on the link state machine found in 802.3, clause 14.

Note: 100 Mb/s idle patterns do not bring up a 10 Mb/s link.

3.7.8.2 Link Enhancements

The PHY offers two enhanced link functions, each of which are discussed in the sections that follow:
e SmartSpeed
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¢ Flow control

3.7.8.2.1 SmartSpeed

SmartSpeed is an enhancement to auto-negotiation that enables the PHY to react intelligently to
network conditions that prohibit establishment of a 1000BASE-T link, such as cable problems. Such
problems might allow auto-negotiation to complete, but then inhibit completion of the training phase.
Normally, if a 1000BASE-T link fails, the PHY returns to the auto-negotiation state with the same speed
settings indefinitely. With SmartSpeed enabled by programming the PHCNFG.Automatic Speed
Downshift Mode field (refer to Section 8.26.3.20), after a configurable number of failed attempts, as
configured in the PHCTRL1 register (bits 12:10 - refer to Section 8.26.3.21) the PHY automatically
downgrades the highest ability it advertises to the next lower speed: from 1000 to 100 to 10 Mb/s.
Once a link is established, and if it is later broken, the PHY automatically upgrades the capabilities
advertised to the original setting. This enables the PHY to automatically recover once the cable plant is
repaired.

3.7.8.2.1.1 Using SmartSpeed

SmartSpeed is enabled by programming the PHCNFG.Automatic Speed Downshift Mode field (refer to
Section 8.26.3.20). When SmartSpeed downgrades the PHY advertised capabilities, it sets bit
PHINT.Automatic Speed Downshift (PHYREG.25.1 - refer to Section 8.26.3.23). When link is
established, its speed is indicated in the PHSTAT.Speed Status field (PHYREG.26.9:8 - refer to
Section 8.26.3.24). SmartSpeed automatically resets the highest-level auto-negotiation abilities
advertised, if link is established and then lost.

The number of failed attempts allowed is configured in the PHCTRL1 register (bits 12:10 - refer to
Section 8.26.3.21).

Note: SmartSpeed and M/S fault - When SmartSpeed is enabled, the M/S (Master-Slave) number of
Attempts Before Downshift is programmed to be less than 7, resolution is not given seven
attempts to try to resolve M/S status (see IEEE 802.3 clause 40.5.2).
Time To Link with Smart Speed - in most cases, any attempt duration is approximately 2.5
seconds, in other cases it could take more than 2.5 seconds depending on configuration and
other factors.

3.7.8.3 Flow Control

Flow control is a function that is described in Clause 31 of the IEEE 802.3 standard. It allows congested
nodes to pause traffic. Flow control is essentially a MAC-to-MAC function. MACs indicate their ability to
implement flow control during auto-negotiation. This ability is communicated through two bits in the
auto-negotiation registers (PHYREG.4.10 and PHYREG.4.11).

The PHY transparently supports MAC-to-MAC advertisement of flow control through its auto-negotiation
process. Prior to auto-negotiation, the MAC indicates its flow control capabilities via PHYREG.4.10
(Pause) and PHYREG.4.11 (ASM_DIR). After auto-negotiation, the link partner's flow control capabilities
are indicated in PHYREG.5.10 and PHYREG.5.11.

There are two forms of flow control that can be established via auto-negotiation: symmetric and
asymmetric. Symmetric flow control is for point-to-point links; asymmetric for hub-to-end-node
connections. Symmetric flow control enables either node to flow-control the other. Asymmetric flow-
control enables a repeater or switch to flow-control a DTE, but not vice versa.
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Table 3-32 lists the intended operation for the various settings of ASM_DIR and PAUSE. This
information is provided for reference only; it is the responsibility of the MAC to implement the correct
function. The PHY merely enables the two MACs to communicate their abilities to each other.

Table 3-32 Pause And Asymmetric Pause Settings

ASM_DIR settings Local Pause Setting - Pause Setting -

(PHYREG.4.10) and Remote | Local Remote Result

(PHYREG.5.10) (PHYREG.4.9) (PHYREG.5.9)

Both ASM_DIR = 1b 1 1 Symmetric - Either side can flow control the other
1 0 Asymmetric - Remote can flow control local only
0 1 Asymmetric - Local can flow control remote
0 0 No flow control

Either or both ASM_DIR = 0b |1 1 Symmetric - Either side can flow control the other
Either or both = 0 No flow control

3.7.8.4 Management Data Interface

The PHY supports the IEEE 802.3 MII Management Interface also known as the Management Data
Input/Output (MDIO) Interface. This interface enables upper-layer devices to monitor and control the
state of the PHY. The MDIO interface consists of a physical connection, a specific protocol that runs
across the connection, and an internal set of addressable registers.

The PHY supports the core 16-bit MDIO registers. Registers 0-10 and 15 are required and their
functions are specified by the IEEE 802.3 specification. Additional registers are included for expanded
functionality. Specific bits in the registers are referenced using an PHY REG X.Y notation, where X is the
register number (0-31) and Y is the bit number (0-15). Refer to Section 8.26, "PHY Software Interface”
on page 683.

3.7.8.5 Internal PHY Low Power Operation and Power
Management

The Internal PHY incorporates numerous features to maintain the lowest power possible.

The PHY can be entered into a low-power state according to MAC control (Power Management controls)
or via PHY Register 0. In either power down mode, the PHY is not capable of receiving or transmitting
packets.

3.7.8.5.1 Power Down via the PHY Register

The PHY can be powered down using the control bit found in PHYREG.0.11. This bit powers down a
significant portion of the port but clocks to the register section remain active. This enables the PHY
management interface to remain active during register power down. The power down bit is active high.
When the PHY exits software power-down (PHYREG.0.11 = 0b), it re-initializes all analog functions, but
retains its previous configuration settings.

3.7.8.5.2 Power Management State
The internal PHY is aware of the power management state. If the PHY is not in a power down state,

then PHY behavior regarding several features are different depending on the power state, refer to
Section 3.7.8.5.4.
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3.7.8.5.3 Disable High Speed Power Saving Options

The I350 supports disabling 1000 Mb/s or both 1000 Mb/s and 100 Mb/s advertisement by the internal
PHY regardless of the values programmed in the PHY ANA Register (address - 4d) and the PHY GCON
Register (address - 9d).

This is for cases where the system doesn't support working in 1000 Mb/s or 100 Mb/s due to power
limitations.
This option is enabled in the following PHPM register bits:
e PHPM.Disable 1000 in non-DO0a - disable 1000 Mb/s when in non-D0a states only.
e PHPM.Disable 100 in non-DOa - disable 1000 Mb/s and 100 Mb/s when in non-DO0a states only.
e PHPM.Disable 1000 - disable 1000 Mb/s always.

Note: When Value of PHPM.Disable 1000 bit is changed, PHY initiates Auto-negotiation without
direct driver command.
3.7.8.5.4 Low Power Link Up - Link Speed Control

Normal Internal PHY speed negotiation drives to establish a link at the highest possible speed. The 1350
supports an additional mode of operation, where the PHY drives to establish a link at a low speed. The
link-up process enables a link to come up at the lowest possible speed in cases where power is more
important than performance. Different behavior is defined for the DO state and the other non-DO
states.

Table 3-33 lists link speed as function of power management state, link speed control, and GbE speed
enabling:

Table 3-33 Link Speed vs. Power State
. . 100M Disable
Low GbE Disable Bits Bit
Power Power
Management Link Up . Disable 100 PHY Speed Negotiation
State (PHPM.1, | Disable 1000 | Disable 1000 1y 154-poa
PHPM.2) | (PHPM.6) (PHPM.3) (PHPM.9)
PHY negotiates to highest speed advertised
0b X X .
0. Xb (normal operation).
! 1b X X PHY negotiates to highest speed advertised
(normal operation), excluding 1000 Mb/s.
DOa ob X X PHY goes through Low Power Link Up (LPLU)
L %b procedure, starting with advertised values.
' 1b X X PHY goes through LPLU procedure, starting with
advertised values. Does not advertise 1000 Mb/s.
Ob Ob Ob PHY negotiates to highest speed advertised.
X, Ob 0b 1b 0b PHY negotiates to highest speed advertised,
! 1b X ob excluding 1000 Mb/s.
X X 1ib PHY negotiates and advertises only 10 Mb/s
Non-DO
on a PHY goes through LPLU procedure, starting at 10
0b 0b 0b Mb/s
X, 1b ob 1b ob PHY goes through LPLU procedure, starting at 10
Mb/s. Does not advertise 1000 Mb/s.
X X 1ib PHY negotiates and advertises only 10 Mb/s
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The Internal PHY initiates auto-negotiation without a direct driver command in the following cases:

¢ When the PHPM.Disable 1000 in non-DOa bit is set and 1000 Mb/s is disabled on D3 or Dr entry
(but not in D0Oa), the PHY auto-negotiates on entry.

¢ When the PHPM.Disable 100 in non-DO0a is set and 1000 Mb/s and 100 Mb/s are disabled on D3 or
Dr entry (but not in D0Oa), the PHY auto-negotiates on entry.

e When PHPM.LPLU changes state with a change in a power management state. For example, on
transition from DOa without PHPM.LPLU to D3 with PHPM.LPLU. Or, on transition from D3 with
PHPM.LPLU to DO without LPLU.

e On a transition from DOa state to a non-D0a state, or from a non-DO0a state to DOa state, and
PHPM.LPLU is set.

Notes:

e The Low-Power Link-Up (LPLU) feature previously described should be disabled (in both
D0a state and non-DO0a states) when the intended advertisement is anything other than
10 Mb/s only, 10/100 Mb/s only, or 10/100/1000 Mb/s. This is to avoid reaching (through
the LPLU procedure) a link speed that is not advertised by the user.

e When the LAN PCle Function is disabled via the LAN_PCI_DIS bit in the Software Defined
Pins Control EEPROM word the relevant Function is in a Non-DOa state. As a result
Management might operate with reduced link speed if the LPLU, Disable 1000 in Non-DOa
or Disable 100 in Non-DOa EEPROM bits are set and the MANC.Keep_PHY_Link_Up bit
(also known as “Veto bit”) is cleared.

e When the Keep_PHY_Link_Up bit (also known as “veto bit”) in the MANC Register is set,
The PHY does not change its link speed as a result of a change in the device power state
(e.g. move to D3).

3.7.8.5.4.1 DOa State

A power-managed link speed control lowers link speed (and power) when highest link performance is
not required. When enabled (DO Low Power Link Up mode), any link negotiation tries to establish a low-
link speed, starting with an initial advertisement defined by software.

The DOLPLU configuration bit enables DO Low Power Link Up. Before enabling this feature, software
must advertise to one of the following speed combinations: 10 Mb/s only, 10/100 Mb/s only, or 10/100/
1000 Mb/s.

When speed negotiation starts, the PHY tries to negotiate at a speed based on the currently advertised
values. If link establishment fails, the PHY tries to negotiate with different speeds; it enables all speeds
up to the lowest speed supported by the partner. For example, PHY advertises 10 Mb/s only, and the
partner supports 1000 Mb/s only. After the first try fails, the PHY enables 10/100/1000 Mb/s and tries
again. The PHY continues to try and establish a link until it succeeds or until it is instructed otherwise.
In the second step (adjusting to partner speed), the PHY also enables parallel detect, if needed.
Automatic MDI/MDI-X resolution is done during the first auto-negotiation stage.

3.7.8.5.4.2 Non-DOa State

The PHY might negotiate to a low speed while in non-D0a states (Dr, DOu, D3). This applies only when
the link is required by one of the following: Manageability, APM Wake, or PME. Otherwise, the PHY is
disabled during the non-DO state.

The Low Power on Link-Up (Register PHPM.LPLU, is also loaded from EEPROM) bit enables reduction in
link speed:

e At power-up entry to Dr state, the PHY advertises supports for 10 Mb/s only and goes through the
link up process.
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e At any entry to a non-DO0a state (Dr, DOu, D3), the PHY advertises support for
10 Mb/s only and goes through the link up process.

e While in a non-DO state, if auto-negotiation is required, the PHY advertises support for 10 Mb/s only
and goes through the link up process.

Link negotiation begins with the PHY trying to negotiate at 10 Mb/s speed only regardless of user auto-
negotiation advertisement. If link establishment fails, the PHY tries to negotiate at additional speeds; it
enables all speeds up to the lowest speed supported by the partner. For example, the PHY advertises
10 Mb/s only and the partner supports 1000 Mb/s only. After the first try fails, PHY enables 10/100/
1000 Mb/s and tries again. The PHY continues to try and establish a link until it succeeds or until it is
instructed otherwise. In the second step (adjusting to partner speed), the PHY also enables parallel
detect, if needed. Automatic MDI/MDI-X resolution is done during the first auto-negotiation stage.

3.7.8.5.5 Internal PHY Smart Power-Down (SPD)

Smart power-down is a link-disconnect capability applicable to all power management states. Smart
Power-down combines a power saving mechanism with the fact that the link might disappear and
resume.

Smart power-down is enabled by PHPM.SPD_EN or by SPD Enable bit in the EEPROM if the following
conditions are met:

1. Auto-negotiation is enabled.
2. PHY detects link loss.

While in the smart power-down state, the PHY powers down circuits and clocks that are not required for
detection of link activity. The PHY is still be able to detect link pulses (including parallel detect) and
wake-up to engage in link negotiation. The PHY does not send link pulses (NLP) while in SPD state;
however, register accesses are still possible.

When the Internal PHY is in smart power-down mode and detects link activity, it re-negotiates link
speed based on the power state and the Low Power Link Up bits as defined by the PHPM.DOLPLU and
PHPM.LPLU bits.

Note: The PHY does not enter the SPD state unless auto-negotiation is enabled.

While in the SPD state, the PHY powers down all circuits not required for detection of link activity. The
PHY must still be able to detect link pulses (including parallel detect) and wake up to engage in link
negotiation. The PHY does not send link pulses (NLP) while in SPD state.

Notes: While in the link-disconnect state, the PHY must allow software access to its registers.
The link-disconnect state applies to all power management states (Dr, DOu, DOa, D3).
The link might change status, that is go up or go down, while in any of these states.

3.7.8.5.5.1 Internal PHY Back-to-Back Smart Power-Down

While in link disconnect, the 1350 monitors the link for link pulses to identify when a link is re-
connected. The 1350 also periodically transmits pulses (every 100 ms) to resolve the case of two 1350
devices (or devices with I1350-like behavior) connected to each other across the link. Otherwise, two
such devices might be locked in Smart power-down mode, not capable of identifying that a link was re-
connected.

Back-to-back smart power-down is enabled by the SPD_B2B_EN bit in the PHPM register. The default
value is enabled. The Enable bit applies to smart power-down mode.
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Note: This bit should not be altered by software once the 1350 was set in smart power-down mode.
If software requires changing the back-to-back status, it first needs to transition the PHY out
of smart power-down mode and only then change the back-to-back bit to the required state.

3.7.8.5.6 Internal PHY Link Energy Detect

The 1350 asserts the Link Energy Detect bit (PHPM.Link Energy Detect) each time energy is not
detected on the link. This bit provides an indication of a cable becoming plugged or unplugged.

This bit is valid only if PHPM.Go Link disconnect is set to 1b.

In order to correctly deduce that there is no energy, the bit must read 0b for three consecutive reads
each second.

3.7.8.5.7 Internal PHY Power-Down State

The 1350 ports 0 to 3 enter a power-down state when none of the port’s clients are enabled and
therefore the internal PHY has no need to maintain a link. This can happen in one of the following cases,
if the Internal PHY power-down functionality is enabled through the EEPROM PHY Power Down Enable
bit.
1. D3/Dr state: Each Internal PHY enters a low-power state if the following conditions are met:
a. The LAN function associated with this PHY is in a non-DO state
b. APM WOL is inactive
c. Manageability doesn't use this port.
d. ACPI PME is disabled for this port.
e. The PHY Power Down Enable EEPROM bit is set (Initialization Control Word 2, word OxF, bit 6).
2. SerDes mode: Each Internal PHY is disabled when its LAN function is configured to SerDes mode.

3. LAN disable: Each Internal PHY can be disabled if its LAN function's LAN Disable input indicates that
the relevant function should be disabled. Since the PHY is shared between the LAN function and
manageability, it might not be desirable to power down the PHY in LAN Disable. The
PHY_in_LAN_Disable EEPROM bit determines whether the PHY (and MAC) are powered down when
the LAN Disable pin is asserted. The default is not to power down.

A LAN port can also be disabled through EEPROM settings. If the LAN_DIS EEPROM bit is set, the
Internal PHY enters power down.

Note: Setting the EEPROM LAN_PCI_DIS bit does not move the internal PHY into power down.
However if the LPLU, Disable 1000 in Non-DOa or the Disable 100 in Non-DOa EEPROM bits
are set and the MANC.Keep_PHY_Link_Up bit is cleared Management may operate with
reduced link speed since the Function is in a Non-DO0a (uninitialized) state.

3.7.8.6 Advanced Diagnostics

The I350 Integrated PHY incorporates hardware support for advanced diagnostics.

The hardware support enables output of internal PHY data to host memory for post processing by the
software device driver.

The current diagnostics supported are:

3.7.8.6.1 TDR - Time Domain Reflectometry
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By sending a pulse onto the twisted pair and observing the retuned signal, the following can be
deduced:

1. Is there a short?

2. Is there an open?

3. Is there an impedance mismatch?

4. What is the length to any of these faults?

3.7.8.6.2 Channel Frequency Response
By doing analysis on the Tx and Rx data, it can be established that a channel’s frequency response

(also known as insertion loss) can determine if the channel is within specification limits. (Clause
40.7.2.1 in IEEE 802.3).

3.7.8.7 1000 Mb/s Operation

3.7.8.7.1 Introduction

Figure 3-11 shows an overview of 1000BASE-T functions, followed by discussion and review of the
internal functional blocks.
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Figure 3-11 1000BASE-T Functions Overview

3.7.8.7.2 Transmit Functions

This section describes functions used when the Media Access Controller (MAC) transmits data through
the PHY and out onto the twisted-pair connection (see Figure 3-11).

3.7.8.7.2.1 Scrambler

The scrambler randomizes the transmitted data. The purpose of scrambling is twofold:

1. Scrambling eliminates repeating data patterns (also known as spectral lines) from the 4DPAM5
waveform in order to reduce EMI.

2. Each channel (A, B, C, D) has a unique signature that the receiver uses for identification.
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The scrambler is driven by a 33-bit Linear Feedback Shift Register (LFSR), which is randomly loaded at
power up. The LFSR function used by the master differs from that used by the slave, giving each
direction its own unique signature. The LFSR, in turn, generates twelve mutually uncorrelated outputs.
Eight of these are used to randomize the inputs to the 4DPAM5 and Trellis encoders. The remaining four
outputs randomize the sign of the 4DPAM5 outputs.

3.7.8.7.2.2 Transmit FIFO

The transmit FIFO re-synchronizes data transmitted by the MAC to the transmit reference used by the
PHY. The FIFO is large enough to support a frequency differential of up to +/- 1000 ppm over a packet
size of 10 KB (jumbo frame).

3.7.8.7.2.3 Transmit Phase-Locked Loop PLL

This function generates the 125 MHz timing reference used by the PHY to transmit 4DPAM5 symbols.
When the PHY is the master side of the link, the XI input is the reference for the transmit PLL. When the
PHY is the slave side of the link, the recovered receive clock is the reference for the transmit PLL.

3.7.8.7.2.4 Trellis Encoder

The Trellis encoder uses the two high-order bits of data and its previous output to generate a ninth bit,
which determines if the next 4DPAMS5 pattern should be even or odd.

For data, this function is:

Trellisn = Data7n-1 XOR Data6n-2 XOR Trellisn-3

This provides forward error correction and enhances the Signal-To-Noise (SNR) ratio by a factor of 6
dB.

3.7.8.7.2.5 4DPAMS5 Encoder

The 4DPAMS5 encoder translates 8-byte codes transmitted by the MAC into 4DPAM5 symbols. The
encoder operates at 125 MHz, which is both the frequency of the MAC interface and the baud rate used
by 1000BASE-T.

Each 8-byte code represents one of 28 or 256 data patterns. Each 4DPAM5 symbol consists of one of
five signal levels (-2,-1,0,1,2) on each of the four twisted pair (A,B,C,D) representing 54 or 625
possible patterns per baud period. Of these, 113 patterns are reserved for control codes, leaving 512
patterns for data. These data patterns are divided into two groups of 256 even and 256 odd data
patterns. Thus, each 8-byte octet has two possible 4DPAMS5 representations: one even and one odd
pattern.

3.7.8.7.2.6 Spectral Shaper

This function causes the 4DPAM5 waveform to have a spectral signature that is very close to that of the
MLT3 waveform used by 100BASE-TX. This enables 1000BASE-T to take advantage of infrastructure
(cables, magnetics) designed for 100BASE-TX.

The shaper works by transmitting 75% of a 4DPAMS5 code in the current baud period, and adding the
remaining 25% into the next baud period.
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3.7.8.7.2.7 Low-Pass Filter

To aid with EMI, this filter attenuates signal components more than 180 MHz. In 1000BASE-T, the

fundamental symbol rate is 125 MHz.

3.7.8.7.2.8 Line Driver

The line driver drives the 4DPAM5 waveforms onto the four twisted-pair channels (A, B, C, D), adding

them onto the waveforms that are simultaneously being received from the link partner.
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Figure 3-12 1000BASE-T Transmit Flow And Line Coding Scheme

Figure 3-13 Transmit/Receive Flow

3.7.8.7.3 Receive Functions

This section describes function blocks that are used when the PHY receives data from the twisted pair

interface and passes it back to the MAC (see Figure 3-13).
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3.7.8.7.3.1 Hybrid

The hybrid subtracts the transmitted signal from the input signal, enabling the use of simple 100BASE-
TX compatible magnetics.

3.7.8.7.3.2 Automatic Gain Control (AGC)

AGC normalizes the amplitude of the received signal, adjusting for the attenuation produced by the
cable.

3.7.8.7.3.3 Timing Recovery

This function re-generates a receive clock from the incoming data stream which is used to sample the
data. On the slave side of the link, this clock is also used to drive the transmitter.

3.7.8.7.3.4 Analog-to-Digital Converter (ADC)

The ADC function converts the incoming data stream from an analog waveform to digitized samples for
processing by the DSP core.

3.7.8.7.3.5 Digital Signal Processor (DSP)

DSP provides per-channel adaptive filtering, which eliminates various signal impairments including:
e Inter-symbol interference (equalization)
e Echo caused by impedance mismatch of the cable
¢ Near-end crosstalk (NEXT) between adjacent channels (A, B, C, D)
e Far-end crosstalk (FEXT)
e Propagation delay variations between channels of up to 120 ns
e Extraneous tones that have been coupled into the receive path

The adaptive filter coefficients are initially set during the training phase. They are continuously adjusted
(adaptive equalization) during operation through the decision-feedback loop.

3.7.8.7.3.6 Descrambler

The descrambler identifies each channel by its characteristic signature, removing the signature and re-
routing the channel internally. In this way, the receiver can correct for channel swaps and polarity
reversals. The descrambler uses the same base 33-bit LFSR used by the transmitter on the other side
of the link.

The descrambler automatically loads the seed value from the incoming stream of scrambled idle
symbols. The descrambler requires approximately 15 us to lock, normally accomplished during the
training phase.

3.7.8.7.3.7 Viterbi Decoder/Decision Feedback Equalizer (DFE)

The Viterbi decoder generates clean 4DPAM5 symbols from the output of the DSP. The decoder includes
a Trellis encoder identical to the one used by the transmitter. The Viterbi decoder simultaneously looks
at the received data over several baud periods. For each baud period, it predicts whether the symbol
received should be even or odd, and compares that to the actual symbol received. The 4DPAMS5 code is
organized in such a way that a single level error on any channel changes an even code to an odd one
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and vice versa. In this way, the Viterbi decoder can detect single-level coding errors, effectively
improving the signal-to-noise (SNR) ratio by a factor of 6 dB. When an error occurs, this information is
quickly fed back into the equalizer to prevent future errors.

3.7.8.7.3.8 4DPAMS5 Decoder

The 4DPAMS5 decoder generates 8-byte data from the output of the Viterbi decoder.

3.7.8.7.3.9 100 Mb/s Operation

The MAC passes data to the PHY over the MIIL. The PHY encodes and scrambles the data, then transmits
it using MLT-3 for 100TX over copper. The PHY de-scrambles and decodes MLT-3 data received from
the network. When the MAC is not actively transmitting data, the PHY sends out idle symbols on the
line.

3.7.8.7.3.10 10 Mb/s Operation

The PHY operates as a standard 10 Mb/s transceiver. Data transmitted by the MAC as 4-bit nibbles is
serialized, Manchester-encoded, and transmitted on the MDI[0]+/- outputs. Received data is decoded,
de-serialized into 4-bit nibbles and passed to the MAC across the internal MIL. The PHY supports all the
standard 10 Mb/s functions.

3.7.8.7.3.11 Link Test

In 10 Mb/s mode, the PHY always transmits link pulses. If link test function is enabled, it monitors the
connection for link pulses. Once it detects two to seven link pulses, data transmission are enabled and
remain enabled as long as the link pulses or data reception continues. If the link pulses stop, the data
transmission is disabled.

If the link test function is disabled, the PHY might transmit packets regardless of detected link pulses.
Setting the Port Configuration register bit (PHYREG.16.14) can disable the link test function.

3.7.8.7.3.12 10Base-T Link Failure Criteria and Override

Link failure occurs if link test is enabled and link pulses stop being received. If this condition occurs, the
PHY returns to the auto-negotiation phase, if auto-negotiation is enabled. Setting the Port
Configuration register bit (PHYREG.16.14) disables the link integrity test function, then the PHY
transmits packets, regardless of link status.

3.7.8.7.3.13 Jabber

If the MAC begins a transmission that exceeds the jabber timer, the PHY disables the transmit and
loopback functions and asserts collision indication to the MAC. The PHY automatically exits jabber mode
after 250-750 ms. This function can be disabled by setting bit PHYREG.16.10 = 1b.

3.7.8.7.3.14 Polarity Correction

The PHY automatically detects and corrects for the condition where the receive signal (MDI_PLUS[0]/

MDI_MINUSI[O0]) is inverted. Reversed polarity is detected if eight inverted link pulses or four inverted

end-of-frame markers are received consecutively. If link pulses or data are not received for 96-130 ms,
the polarity state is reset to a non-inverted state.
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Automatic polarity correction can be disabled by setting bit PHYREG.27.5.

3.7.8.7.3.15 Dribble Bits

The PHY handles dribble bits for all of its modes. If between one and four dribble bits are received, the
nibble is passed across the interface. The data passed across is padded with 1's if necessary. If
between five and seven dribble bits are received, the second nibble is not sent onto the internal MII bus
to the MAC. This ensures that dribble bits between 1-7 do not cause the MAC to discard the frame due
to a CRC error.

3.7.8.7.3.16 PHY Address

The External PHY MDIO Address is defined in the MDICNFG.PHYADD field and is loaded at power-up
from EEPROM. If the MDICNFG.Destination bit is cleared (Internal PHY), MDIO access is always to the
internal PHY.

3.7.9 Media Auto Sense

The 1350 provides a significant amount of flexibility in pairing a LAN device with a particular type of
media (such as copper or fiber-optic) as well as the specific transceiver/interface used to communicate
with the media. Each MAC, representing a distinct LAN device, can be coupled with an internal copper
PHY or SerDes/SGMII/1000BASE-KX interface independently. The link configuration specified for each
LAN device can be specified in the LINK_MODE field of the Extended Device Control (CTRL_EXT)
register and initialized from the EEPROM Initialization Control Word 3 associated with each LAN Port.

In some applications, software might need to be aware of the presence of a link on the media not
currently active. In order to supply such an indication, any of the 1350 ports can set the
AUTOSENSE_EN bit in the CONNSW register (address 0x0034) in order to enable sensing of the non
active media activity.

Note: When in SerDes/SGMII/1000BASE-KX detect mode, software should define which indication
is used to detect the energy change on the SerDes/SGMII/1000BASE-KX media. It can be
either the external signal detect pin or the internal signal detect. This is done using the
CONNSW.ENRGSRC bit. The signal detect pin is normally used when connecting in SerDes
mode to optical media where the receive LED provide such an indication.

Software can then enable the OMED interrupt in ICR in order to get an indication on any detection of
energy in the non active media.

Note: The auto-sense capability can be used in either port independent of the usage of the other
port.

The following sections describes the procedures that should be followed in order to enable the auto-
sense mode

3.7.9.1 Auto sense setup

3.7.9.1.1 SerDes/SGMII/1000BASE-KX Detect Mode (PHY is Active)

1. Set CONNSW.ENRGSRC to determine the sources for the signal detect indication (1b = external
SIG_DET, Ob = internal SerDes electrical idle). The default of this bit is set by EEPROM.

2. Set CONNSW.AUTOSENSE_EN.
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3. When link is detected on the SerDes/SGMII/1000BASE-KX media, the 1350 sets the interrupt bit
OMED in ICR and if enabled, issues an interrupt. The CONNSW.AUTOSENSE_EN bit is cleared.

3.7.9.1.2 PHY Detect Mode (SerDes/SGMII/1000BASE-KX is active)

1. Set CONNSW.AUTOSENSE_CONF = 1b.
2. Reset the PHY as described in Section 4.3.4.4.

3. Enable PHY to move to low power mode when cable is disconnected by setting the PHPM.SPD_EN
bit.

4. Set CONNSW.AUTOSENSE_EN = 1b and then clear CONNSW.AUTOSENSE_CONF.

5. When signal is detected on the PHY media, the 1350 sets the ICR.OMED interrupt bit and issues an
interrupt if enabled.

6. The I350 puts the PHY in power down mode.

According to the result of the interrupt, software can then decide to switch to the other media.

Note: Assertion of ICR.OMED PHY is a one time event. To re-enable Auto-detect after cable is
unplugged Software should clear the CONNSW.AUTOSENSE_EN bit and the procedure defined
above should be executed again.

3.7.9.2 Switching between medias.

The 1350's link mode is controlled by the CTRL_EXT.LINK_MODE field. The default value for the
LINK_MODE setting is directly mapped from the EEPROM's initialization Control Word 3 Link Mode field.
Software can modify the LINK_MODE indication by writing the corresponding value into this register.

Notes: Before dynamically switching between medias, the software should ensure that the current
mode of operation is not in the process of transmitting or receiving data. This is achieved by
disabling the transmitter and receiver, waiting until the 1350 is in an idle state, and then
beginning the process for changing the link mode.

The mode switch in this method is only valid until the next hardware reset of the 1350. After a
hardware reset, the link mode is restored to the default setting by the EEPROM. To get a
permanent change of the link mode, the default in the EEPROM should be changed.

The following procedures need to be followed to actually switch between the two modes.

3.7.9.2.1 Transition to SerDes/1000BASE-KX/SGMII Modes

Disable the receiver by clearing RCTL.RXEN.
Disable the transmitter by clearing TCTL.EN.
Verify the I350 has stopped processing outstanding cycles and is idle.

Modify LINK mode to SerDes, 1000BASE-KX or SGMII by setting CTRL_EXT.LINK_MODE to 11b,
01b or 10b respectively.

Set up the link as described in Section 4.6.7.3,Section 4.6.7.4 or Section 4.6.7.5.
6. Set up Tx and Rx queues and enable Tx and Rx processes.

LN

(9}

3.7.9.2.2 Transition to Internal PHY Mode

1. Disable the receiver by clearing RCTL.RXEN.
2. Disable the transmitter by clearing TCTL.EN.
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Verify the I350 has stopped processing outstanding cycles and is idle.
Modify LINK mode to PHY mode by setting CTRL_EXT.LINK_MODE to 00b.
Set link-up indication by setting CTRL.SLU.

Reset the PHY as described in Section 4.3.4.4.

Set up the link as described in Section 4.6.7.2.

Set up the Tx and Rx queues and enable the Tx and Rx processes.
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Initialization

4.1

4.1.1

Power Up

Power-Up Sequence

Figure 4-1 shows the power-up sequence from power ramp up and to when the 1350 is ready to accept

host commands.

Figure 4-1
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Note: The Keep_PHY_Link_Up bit (Veto bit) is set by firmware when the BMC is running IDER or
SolL. Its purpose is to prevent interruption of these processes when power is being turned on.

4.1.2 Power-Up Timing Diagram

Power
txog
T——— AN
xoso [ [T HHIINL
tppg

Power-On-Reset \%
(internal) N

trvpoL
reference clock tpwﬂ;-l(;‘( ' 2 . ~
PERSTH [ \
e,
tee tee T
ufo EXT. Auto EXt. I
NVM Load / Rejéf{c%f_ Read Conf. .

d
<
@ % \ tpgtrn N
PCI Express Link up /

Active / Down \k\ é tpbgfg Ypgres
© @
\ LO
Manageability / Wake g 7

D-State Dr DOu DOa

PHY State Powered-down

Figure 4-2 Power-Up Timing Diagram

Table 4-1 Notes to Power-Up Timing Diagram

Note
1 Xosc is stable t,qq after the Power is stable
2 Internal Reset is released after all power supplies are good and t,g after Xosc is stable.
3 An EEPROM read starts on the rising edge of the internal Reset or LAN_PWR_GOOD.
4 After reading the EEPROM, PHY might exit power down mode.
5 APM Wakeup and/or manageability might be enabled based on EEPROM contents.
6 The PCle reference clock is valid tpe rsT.cLk before the de-assertion of PE_RST# (according to PCle spec).
7 PE_RST# is de-asserted tpypg_ after power is stable (according to PCle spec).
8 De-assertion. of PE_RST# causes the‘EEPROM to be re-read, asserts PHY power-down (except if veto bit also known as
Keep_PHY_Link_Up bit is set), and disables Wake Up.
9 After reading the EEPROM, PHY exits power-down mode.
10 Link training starts after tpgi, from PE_RST# de-assertion.
11 A first PCle configuration access might arrive after tygcry from PE_RST# de-assertion.
12 A first PCI configuration response can be sent after tpgres from PE_RST# de-assertion
13 Writing a 1 to the Memory Access Enable bit in the PCI Command Register transitions the device from DOu to DO state.

184



] ® >
Initialization — Intel® Ethernet Controller 1350 l n tel

4.2 Reset Operation

The I350 has a number of reset sources described below. Following the reset Software driver should
verify that the EEMNGCTL.CFG_DONE bit (refer to Section 8.4.6.1) is set to 1b and no errors were
reported in the FWSM.Ext_Err_Ind (refer to Section 8.7.2) field.

4.2.1 Reset Sources

The 1350 reset sources are described below:

4.2.1.1 LAN_PWR_GOOD

The 1350 has an internal mechanism for sensing the power pins. Once the power is up and stable, the
I350 creates an internal reset. This reset acts as a master reset of the entire chip. It is level sensitive,
and while it is zero holds all of the registers in reset. LAN_PWR_GOQOD is interpreted to be an indication
that device power supplies are all stable. LAN_PWR_GOOD changes state during system power-up.

4.2.1.2 PE_RST_N

The de-assertion of PE_RST_N indicates that both the power and the PCle clock sources are stable. This
pin asserts an internal reset also after a D3cold exit. Most units are reset on the rising edge of
PE_RST_N. The only exception is the PClIe unit, which is kept in reset while PE_RST_N is asserted
(level).

4.2.1.3 In-Band PCIe Reset

The I350 generates an internal reset in response to a Physical layer message from the PCle or when
the PCle link goes down (entry to Polling or Detect state). This reset is equivalent to PCI reset in
previous (PCI) gigabit LAN controllers.

4.2.1.4 D3hot to DO Transition

This is also known as ACPI Reset. the 1350 generates an internal reset on the transition from D3hot
power state to DO (caused after configuration writes from D3 to DO power state). Note that this reset is
per function and resets only the function that transitions from D3hot to DO (refer to Section 5.2.3 for
additional information).

When the PMCSR.No_Soft_Reset bit in the configuration space is set on transition from D3hot to DO the
1350 will reset internal CSRs (similar to CTRL.RST assertion) but will not reset registers in the PCle
configuration space. If the PMCSR.No_Soft_Reset bit is cleared the 1350 will reset all per function
registers except for registers defined as sticky in the configuration space.

Note: Regardless of the value of the PMCSR.No_Soft_Reset bit the function will be reset (including
bits that are not defined as sticky in PCIe configuration space) if the Link state transitions to
the L2/L3 Ready state, on transition from D3cold to DO, if FLR is asserted or if transition
D3hot to DO is caused by assertion of PCle reset (PE_RST pin).
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Note: Software drivers should implement the handshake mechanism defined in Section 5.2.3.3 to
verify that all pending PCIe completions are done, before moving the 1350 to D3.

4.2.1.5 Function Level Reset (FLR)

The FLR bit is required for the PF and per VF (Virtual Function). Setting of this bit for a VF resets only
the part of the logic dedicated to the specific VF and does not influence the shared part of the port.
Setting the PF FLR bit resets the entire function.

4.2.1.5.1 PF (Physical Function) FLR or FLR in non-IOV Mode

A FLR reset to a function is issued, by setting bit 15 in the Device Control configuration register (refer
to Section 9.5.6.5), is equivalent to a DO = D3 = DO transition. The only difference is that this reset
does not require driver intervention in order to stop the master transactions of this function. This reset
is per function and resets only the function without affecting activity of other functions or LAN ports. In
an IOV enabled system, this reset resets all the VFs attached to the PF.

The EEPROM is partially reloaded after an FLR reset. The words read from EEPROM at FLR are the same
as read following a full software reset. A list of these words can be found in Section 3.3.1.3.

A FLR reset to a function resets all the queues, interrupts, and statistics registers attached to the
function. It also resets PCIe R/W configuration bits as well as disables transmit and receive flows for the
queues allocated to the function. All pending read requests are dropped and PCle read completions to
the function might be completed as unexpected completions and silently discarded (following update of
flow control credits) without logging or signaling as an error.

Note: If software initiates a FLR when the Transactions Pending bit in the Device Status
configuration register is set to 1b (refer to Section 9.5.6.6), then software must not initialize
the function until allowing time for any associated completions to arrive. The Transactions
Pending bit is cleared upon completion of the FLR.

4.2.1.5.2 VF (Virtual Function) FLR (Function Level Reset)
An FLR reset to a VF function resets all the queues, interrupts, and statistics registers attached to this
VF. It also resets the PCle R/W configuration bits allocated to this function. It also disables Tx and Rx

flow for the queues allocated to this VF. All pending read requests are dropped and PCle read
completions to this function might be completed as unsupported requests.

4.2,1.5.3 IOV (I0 Virtualization) Disable

Clearing of the IOV enable bit in the IOV structure is equivalent to a VFLR to all the active VFs in the PF.
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4.3 Software Reset

4.3.1 Full Port Software Reset (RST)

Software can reset a port in the I350 by setting the Port Software Reset (CTRL.RST) in the Device
Control Register. The port software reset (CTRL.RST) is per function and resets only the function that
received the software reset. Following the reset the PCI configuration space (configuration and
mapping) of the device is unaffected. Prior to issuing software reset the driver needs to operate the
master disable algorithm as defined in Section 5.2.3.3.

The CTRL.RST bit is provided primarily to recover from an indeterminate or suspected Port hung
hardware state. Most registers (receive, transmit, interrupt, statistics, etc.) and state machines in the
port are set to their power-on reset values, approximating the state following a power-on or PCle reset
(refer to Table 4-3 for further information on affects of Software reset). However, PCle configuration
registers and logic common to all ports is not reset, leaving the device mapped into system memory
space and accessible by a driver.

Note: To ensure that software reset has fully completed and that the 1350 responds correctly to
subsequent accesses after setting the CTRL.RST bit, the driver should wait at least 3
milliseconds before accessing any register and then verify that EEC.Auto_RD is set to 1b and
that the STATUS.PF_RST_DONE bit is set to 1b.

When asserting the CTRL.RST software reset bit, only some EEPROM bits related to the specific function
are re-read (refer to Section 3.3.1.3). Bits re-read from EEPROM are reset to default values.

4.3.2 Physical Function (PF) Software Reset

A software reset by the PF in IOV mode has the same consequences as a port software reset in a non-
IOV mode (refer to Table 4-3 for further information on affects of PF Software reset). The procedure for
PF software reset is as follows:

e The PF driver disables master accesses by the device through the Master Disable mechanism (refer
to Section 5.2.3.3). Master Disable affects all VFs traffic.

e Execute the procedure described in Section 4.6.11.2.3 to synchronize between the PF and VFs.

VFs are expected to timeout and check on the VFMailbox.RSTD bit in order to identify a PF software
reset event. The VFMailbox.RSTD bits are cleared on read.

4.3.3 VF Software Reset

A software reset applied to a VF is equivalent to a FLR reset to this VF with the exception that the PCle
configuration bits allocated to this function are not reset. This can be activated by setting the
VFCTRL.RST bit (refer to Table 4-4 for further information on affects of Software reset).
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4.3.4 Device Software Reset (DEV_RST)

Software can reset all 1350 ports by setting the Device Reset bit (CTRL.DEV_RST) in the Device Control
Register. The Device Reset (CTRL.DEV_RST) resets all functions and common logic (refer to Table 4-2
for further information on affects of Device Software reset). PCI configuration space (configuration and
mapping) of the device is unaffected.

Device Reset (CTRL.DEV_RST) can be used to globally reset the entire component, if the DEV_RST_EN
bit in Initialization Control 4 EEPROM word is set. This bit is provided as a last-ditch software
mechanism to recover from an indeterminate or suspected hardware hung state that could not be
resolved by setting the CTRL.RST bit. When setting CTRL.DEV_RST, most registers (receive, transmit,
interrupt, statistics, etc.) and state machines on ports are set to their default values similar to the state
following a Function Level reset on all functions. PCle configuration registers are not reset, leaving the
device mapped into system memory space and accessible by the drivers.

When CTRL.DEV_RST is asserted by software on a LAN port, all LAN ports (including LAN ports that
didn’t initiate the reset) are placed in a reset state. To notify software device drivers on all ports that
CTRL.DEV_RST has been asserted, an interrupt is generated and the ICR.DRSTA bit is set on all ports
that didn't initiate the Device reset. In addition the STATUS.DEV_RST_SET bit is set on all ports to
indicate that Device reset was asserted.

Prior to issuing Device reset the driver needs to:

1. Get ownership of the Device reset functionality by sending message via the mailbox mechanism
described in section Section 4.7.3 and receiving acknowledge message from other drivers.

2. Initiate the master disable algorithm as defined in Section 5.2.3.3.
Note: To ensure that Device reset has fully completed and that the 1350 responds correctly to

subsequent accesses, wait at least 3 milliseconds after setting CTRL.DEV_RST before
attempting to access any other register.

Following Device Reset assertion or reception of Device Reset interrupt (ICR.DRSTA) software should
initiate the following steps to re-initialize the port:

1. Wait for the GCR.DEV_RST In progress bit to be cleared.

2. Read STATUS.DEV_RST_SET bit and clear bit by write 1.

3. Verify that EEC.Auto_RD is set to 1b and EEPROM Auto load completed, since setting the Device
reset bit (CTRL.DEV_RST) causes EEPROM bits related to all ports to be re-read (refer to
Section 3.3.1.3).

4. Check that the STATUS.PF_RST_DONE bit is set to 1b to verify that internal reset has completed.
5. Re-initialize the port.

6. Check STATUS.DEV_RST_SET bit and verify that bit is still 0. If bit is set, return to 1. and re-start
initialization process.

7. Driver that initiated the Device reset should release ownership of Device Reset and Mailbox using
the flow described in Section 4.7.3.

4.3.4.1 BME (Bus Master Enable)

Disabling Bus Master activity of a function by clearing the Configuration Command register.BME bit to
0, resets all DMA activities and MSI/MSIx operations related to the port. The Master disable is per
function and resets only the DMA activities related to this function without affecting activity of other
functions or LAN ports. Configuration accesses and target accesses to the function are still enabled and
BMC can still transmit and receive packets on the port.
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A Master Disable to a function resets all the queues and DMA related interrupts attached to this
function. It also disables the transmit and receive flows for the queues allocated to this function. All
pending read requests are dropped and PCle read completions to this function might be completed as
unexpected completions and silently discarded (following update of flow control credits) without logging
or signaling it as an error.

Note: Prior to issuing a master disable the Driver needs to implement the master disable algorithm
as defined in Section 5.2.3.3. After Master Enable is set back to 1 driver should re-initialize
the transmit and receive queues.

4.3.4.2 Force TCO

This reset is generated when manageability logic is enabled and BMC detects that the I350 does not
receive or transmit data correctly. Force TCO reset is enabled if the Reset on Force TCO bit in the
Management Control EEPROM word is set 1. Table 4-3 describes affects of TCO reset on the I350
functionality.

Force TCO reset is generated in pass through mode when BMC issues a Force TCO command with bit 1
set and the above conditions exist.

4.3.4.3 EEPROM Reset

Writing a 1 to the EEPROM Reset bit of the Extended Device Control Register (CTRL_EXT.EE_RST)
causes the I350 to re-read the per-function configuration from the EEPROM, setting the appropriate bits
in the registers loaded by the EEPROM.

4.3.4.4 PHY Reset

Software can write a 1 to the PHY Reset bit of the Device Control Register (CTRL.PHY_RST) to reset the
internal PHY. The PHY is internally configured after a PHY reset.

Note: The internal PHY should not be reset using PHYREG 0 bit 15 (PCTRL.Reset), since in this case
the internal PHY configuration process is bypassed and there is no guarantee the PHY will
operate correctly.

As the PHY may be accessed by the internal firmware and the driver software, the driver software
should coordinate any PHY reset with the firmware using the following procedure:

1. Check that MANC.BLK_Phy Rst_On_IDE (offset 0x5820 bit 18) is cleared. If it is set, the BMC
requires a stable link and thus the PHY should not be reset at this stage. The driver may skip the
PHY reset if not mandatory or wait for MANC.BLK_Phy_Rst_On_IDE to clear. Refer to Section 4.3.6
for more details.

2. Take ownership of the relevant PHY (on port 0,1,2 or 3) using the following flow:
a. Get ownership of the software/software semaphore SWSM.SMBI bit (offset 0x5B50 bit 0).
e Read the SWSM register.
e If SWSM.SMBI is read as zero, the semaphore was taken.
e Otherwise, go back to step a.

e This step assure that other software will not access the shared resources register
(SW_FW_SYNC).

b. Get ownership of the software/firmware semaphore SWSM.SWESMBI bit (offset 0x5B50 bit 1):
e Set the SWSM.SWESMBI bit.
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e Read SWSM.

o If SWSM.SWESMBI was successfully set - the semaphore was acquired - otherwise, go back
to step a.

e This step assure that the internal firmware will not access the shared resources register
(SW_FW_SYNC).

c. Software reads the Software-Firmware Synchronization Register (SW_FW_SYNC) and checks
both bits in the pair of bits that control the PHY it wishes to own.

e If both bits are cleared (both firmware and other software does not own the PHY), software
sets the software bit in the pair of bits that control the resource it wishes to own.

e If one of the bits is set (firmware or other software owns the PHY), software tries again
later.

d. Release ownership of the software/firmware semaphore by clearing the SWSM.SWESMBI bit.

Drive PHY reset bit in CTRL bit 31.

Wait 100 ps.

Release PHY reset in CTRL bit 31.

Release ownership of the relevant PHY to the FW using the following flow:

a. Get ownership of the software/firmware semaphore SWSM.SWESMBI (offset 0x5B50 bit 1):
e Set the SWSM.SWESMBI bit.
e Read SWSM.

o If SWSM.SWESMBI was successfully set - the semaphore was acquired - otherwise, go back
to step a.

e Clear the bit in SW_FW_SYNC that control the software ownership of the resource to
indicate this resource is free.

¢ Release ownership of the software/firmware semaphore by clearing the SWSM.SWESMBI
bit.

. Wait for the relevant CFG_DONE bit (EEMNGCTL.CFG_DONEO, EEMNGCTL.CFG_DONE1,

EEMNGCTL.CFG_DONE2 or EEMNGCTL.CFG_DONE3).

. Take ownership of the relevant PHY using the following flow:

a. Get ownership of the software/firmware semaphore SWSM.SWESMBI (offset 0x5B50 bit 1):
e Set the SWSM.SWESMBI bit.
e Read SWSM.

e If SWSM.SWESMBI was successfully set - the semaphore was acquired - otherwise, go back
to step a.

e This step assure that the internal firmware will not access the shared resources register
(SW_FW_SYNC).
b. Software reads the Software-Firmware Synchronization Register (SW_FW_SYNC) and checks
both bits in the pair of bits that control the PHY it wishes to own.

e If both bits are cleared (both firmware and other software does not own the PHY), software
sets the software bit in the pair of bits that control the resource it wishes to own.

e If one of the bits is set (firmware or other software owns the PHY), software tries again
later.

c. Release ownership of the software/software semaphore and the software/firmware semaphore
by clearing SWSM.SMBI and SWSM.SWESMBI bits.

. Configure the PHY.
10.

Release ownership of the relevant PHY using the flow described in Section 4.7.2.
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Note:

intel.

Software PHY ownership should not exceed 100 mS. If Software takes PHY ownership for a

longer duration, Firmware may implement a timeout mechanism and take ownership of the

PHY.

4.3.5

The resets affect the following registers and logic:

Registers and Logic Reset Affects

Table 4-2 I350 Reset Affects - Common Resets
L LAN_PWR_G PE_ sw In-Band PCle FW

Reset Activation ooD RST_N DEV_RST Reset Reset Notes
LTSSM (PClIe back to detect/
polling) X X X
PClIe Link data path X X X
Read EEPROM (Per Function) X 19.
Read EEPROM (Complete Load) X X X
PCI Configuration Registers- non
sticky X X X 3.
PCI Configuration Registers - X X X 4.
sticky
PCIe local registers X X X 5.
Data path X X X
On-die memories X X 16.
MAC, PCS, Auto Nego_tiation and X X X X
other port related logic
Virtual function queue enable X X X X
Virtual function interrupt and
statistics registers X X X X 14.
DMA
Functions queue enable X X X X
Function interrupt & statistics
registers X X X X
Wake Up (PM) Context X 1.
Wake Up Control Register X
Wake Up Status Registers X
Manageability Control Registers X 10.
MMS Unit X X
Wake-Up Management Registers X X X X 3.,11.
Memory Configuration Registers X 3.
EEPROM and flash request X 17.
PHY/SERDES PHY X X X 2.
Strapping Pins X X X

191




intel.
l n e Intel® Ethernet Controller 1350 — Initialization

Table 4-3 I350 Reset Affects - Per Function Resets

Port SW Reset Force EE PHY

(CTRL.RST) TCO Reset Reset Notes

Reset Activation D3hot —> DO FLR

Read EEPROM (Per

Function) X X X X X

PCI Configuration 3
Registers RO ’

PCI Configuration
Registers MSI-X

PCI Configuration
Registers RW

PClIe local registers 5.

Data path X X X X

On-die memories X X X X 16.

MAC, PCS, Auto
Negotiation and
other port related
logic

DMA X X 18.

Wake Up (PM)
Context

Wake Up Control
Register

Wake Up Status
Registers

Manageability 10
Control Registers ’

Virtual function
queue enable

Virtual function
interrupt & X X X 14.
statistics registers

Function queue
enable X X X X

Function interrupt &
statistics registers

Wake-Up
Management X X X X 3.,11.
Registers

Memory
Configuration X X X X 3.
Registers

EEPROM and flash
request

PHY/SERDES PHY X X X X 2.

Strapping Pins
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Table 4-4 I350 Reset Affects -Virtual Function Resets

Reset Activation VFLR20: Software Reset Notes
Interrupt registers X X 14.
Queue disable X X

VF specific PCle

configuration space X 13.

Data path
Notes:
1. If AUX_POWER = 0b the Wakeup Context is reset (PME_Status and PME_En bits should be Ob at
reset if the I350 does not support PME from D3cold).
2. The MMS unit must configure the PHY after any PHY reset.
3. The following register fields do not follow the general rules above:

a. “CTRL.SDPO_IODIR, CTRL.SDP1_IODIR, CTRL_EXT.SDP2_IODIR, CTRL_EXT.SDP3_IODIR,
CONNSW.ENRGSRC field, CTRL_EXT.SFP_Enable, CTRL_EXT.LINK_MODE, CTRL_EXT.EXT_VLAN
and LED configuration registers are reset on LAN_PWR_GOOD only. Any EEPROM read resets
these fields to the values in the EEPROM.

b. The Aux Power Detected bit in the PCle Device Status register is reset on LAN_PWR_GOOD and
PE_RST_N (PCle reset) assertion only.

Cc. FLA - reset on LAN_PWR_GOODInternal Power only.

d. The bits mentioned in the next note.

4. The following registers are part of this group:

a. VPD registers

b. Max payload size field in PCle Capability Control register (offset 0xAS8).

c. Active State Link PM Control field, Common Clock Configuration field and Extended Synch field
in PCIe Capability Link Control register (Offset 0xBO0).

d. ARI enable bit in 10V capability Command register (offset 0x168).

e. Read Completion Boundary in the PCIe Link Control register (Offset 0xBO0).

5. The following registers are part of this group:

a. SWSM

b. GCR (only part of the bits - see register description for details)

c. FUNCTAG

d. GSCL_1/2/3/4

e. GSCN_0/1/2/3

f. SW_FW_SYNC - only part of the bits - see register description for details.

6. The following registers are part of this group:

a. MSIX control register, MSIX PBA and MSIX per vector mask.

7. The Wake Up Context is defined in the PCI Bus Power Management Interface Specification (Sticky

bits). It includes:

— PME_En bit of the Power Management Control/Status Register (PMCSR).

— PME_Status bit of the Power Management Control/Status Register (PMCSR).
— Aux_En in the PCle registers
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— The device Requester ID (since it is required for the PM_PME TLP).
The shadow copies of these bits in the Wakeup Control Register are treated identically.

8. Refers to bits in the Wake Up Control Register that are not part of the Wake-Up Context (the
PME_En and PME_Status bits).

9. The Wake Up Status Registers include the following:
a. Wake Up Status Register
b. Wake Up Packet Length.
c. Wake Up Packet Memory.
10. The manageability control registers refer to the following registers:
a. MANC 0x5820
b. MFUTPO-3 0x5030 - 0x503C
c. MNGONLY 0x5864
d. MAVTVO-7 0x5010 - 0x502C
e. MDEFO-7 0x5890 - 0x58AC
f. MDEF_EXT 0x5930 - 0x594C
g. METFO-3 0x5060 - 0x506C
h. MIPAFO-15 0x58B0 - Ox58EC
i. MMAH/MMALO-1 0x5910 - 0x591C
j.  FWSM
11. The Wake-up Management Registers include the following:
Wake Up Filter Control
IP Address Valid
IPv4 Address Table
IPv6 Address Table
Flexible Filter Length Table
Flexible Filter Mask Table
he Other Configuration Registers include:

Q

12.
General Registers
Interrupt Registers
Receive Registers
Transmit Registers
Statistics Registers

S0 a0 T o o400 a0 o

Diagnostic Registers

Of these registers, MTA[Nn], VFTA[n], WUPM[n], FTFT[n], FHFT[Nn], FHFT_EXT[n], TDBAH/TDBAL, and
RDBAH/RDVAL registers have no default value. If the functions associated with the registers are
enabled they must be programmed by software. Once programmed, their value is preserved through all
resets as long as power is applied to the I350.

Note: In situations where the device is reset using the software reset CTRL.RST or CTRL.DEV_RST
the transmit data lines are forced to all zeros. This causes a substantial number of symbol
errors to be detected by the link partner. In TBI mode, if the duration is long enough, the link
partner might restart the Auto-Negotiation process by sending “break-link” (/C/ codes with
the configuration register value set to all zeros).
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13. These registers include:
a. MSI/MSI-X enable bits
b. BME
c. Error indications
14. These registers include:
a. VTEICS
VTEIMS
VTEIAC
VTEIAM
VTEITR 0-2
VTIVARO
VTIVAR_MISC
PBACL
i. VFMailbox
15. These registers include:
a. RXDCTL.Enable
b. Adequate bit in VFTE and VFRE registers.
16. The contents of the following memories are cleared to support the requirements of PCle FLR:

QO ™m0 a0 o

a. The Tx packet buffers
b. The Rx packet buffers
17.Includes EEC.REQ, EEC.GNT, FLA.REQ and FLA.GNT fields.

18. The following DMA Registers are cleared only by LAN_PWR_GOOD, PCle Reset or CTRL.DEV_RST:
DMCTLX, DTPARS, DRPARS and DDPARS.

19. CTRL.DEV_RST assertion causes read of function related sections for all ports
20. A VFLR does not reset the configuration of the VF, only disables the interrupts and the queues.

4.3.6 PHY Behavior During a Manageability Session

During some manageability sessions (e.g. an IDER or SoL session as initiated by an external BMC), the
platform is reset so that it boots from a remote media. This reset must not cause the Ethernet link to
drop since the manageability session is lost. Also, the Ethernet link should be kept on continuously
during the session for the same reasons. The 1350 therefore limits the cases in which the internal PHY
would restart the link, by masking two types of events from the internal PHY:

e PE_RST# and PCle resets (in-band and link drop) do not reset the PHY during such a manageability
session

e The PHY does not change link speed as a result of a change in power management state, to avoid
link loss. For example, the transition to D3hot state is not propagated to the PHY.

— Note however that if main power is removed, the PHY is allowed to react to the change in power
state (i.e., the PHY might respond in link speed change). The motivation for this exception is to
reduce power when operating on auxiliary power by reducing link speed.
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The capability described in this section is disabled by default on LAN Power Good reset. The
Keep_PHY_Link_Up_En bit in the EEPROM must be set to '1' to enable it. Once enabled, the feature is
enabled until the next LAN Power Good (i.e., I350 does not revert to the hardware default value on
PE_RST#, PCle reset or any other reset but LAN Power Good).

When the Keep_PHY_Link_Up bit (also known as “veto bit”) in the MANC Register is set, the following
behaviors are disabled:

e The PHY is not reset on PE_RST# and PCle resets (in-band and link drop). Other reset events are
not affected - LAN Power Good reset, Device Disable, Force TCO, and PHY reset by software.

e The PHY does not change its power state. As a result link speed does not change.
e The I350 does not initiate configuration of the PHY to avoid losing link.

The keep_PHY_link_up bit is set by the BMC through the Management Control command (refer to
Section 10.5.10.1.5 for SMBus command and Section 10.6.3.10 for NC-SI command) on the sideband
interface. It is cleared by the external BMC (again, through a command on the sideband interface)
when the manageability session ends. Once the keep_PHY_link_up bit is cleared, the PHY updates its
Dx state and acts accordingly (e.g. negotiates its speed).

The Keep_PHY_Link_Up bit is also cleared on de-assertion of the MAIN_PWR_OK input pin.
MAIN_PWR_OK must be de-asserted at least 1 msec before power drops below its 90% value. This
allows enough time to respond before auxiliary power takes over.

The Keep_PHY_Link_Up bit is a R/W bit and can be accessed by host software, but software is not
expected to clear the bit. The bit is cleared in the following cases:

e On LAN Power Good

e When the BMC resets or initializes it

e On de-assertion of the MAIN_PWR_OK input pin. The BMC should set the bit again if it wishes to
maintain speed on exit from Dr state.

4.4 Function Disable

4.4.1 General

For a LOM (Lan on Motherboard) design, it might be desirable for the system to provide BIOS-setup
capability for selectively enabling or disabling LAN functions. It allows the end-user more control over
system resource-management and avoid conflicts with add-in NIC solutions. The I350 provides support
for selectively enabling or disabling one or more LAN device(s) in the system.

4.4.2 Overview

Device presence (or non-presence) must be established early during BIOS execution, in order to ensure
that BIOS resource-allocation (of interrupts, of memory or IO regions) is done according to devices that
are present only. This is frequently accomplished using a BIOS CVDR (Configuration Values Driven on
Reset) mechanism. The 1350 LAN-disable mechanism is implemented in order to be compatible with
such a solution.
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4.4.3 Disabling Both LAN Port and PCIe Function

The 1350 provides two mechanisms to disable its LAN ports and the PCle functions they reside on:

1. Four pins (LANx_DIS_N, one per LAN port) are sampled on PCle reset to determine the LAN-enable
configuration. If the relevant LANx_DIS_N is asserted and the PHY_in_LAN_Disable EEPROM bit
(refer to Section 6.2.21) associated with it is set to 1b, both the PCIe function and the LAN port
associated with it are disabled.

— The LANx_DIS_N pins are sampled on power-up, de-assertion of PE_RST_N or In-band PCle
reset.

— Active polarity (active high or active low) of the LANx_DIS_N pins can be set via the
LAN_DIS_POL EEPROM bit (refer to Section 6.2.28).

2. All LAN ports except the first (LAN Port 0) might be disabled via the LAN_DIS EEPROM bit
associated with the LAN port (refer to Section 6.2.21). LAN port 0 can not be disabled via the
EEPROM to avoid cases where all LAN ports are disabled in the EEPROM resulting in a EEPROM that
can’t be accessed.

4.4.4 Disabling PCIe Function Only

The I350 supports also disabling just the PCle function but keeping the LAN port that resides on it fully
active (for manageability purposes and BMC pass-through traffic). This functionality can be achieved in
three ways:

1. By setting the LAN_PCI_DIS EEPROM bit (refer to Section 6.2.21) associated with the PCle
function.

2. By asserting the relevant LANx_DIS_N pin and clearing the PHY_in_LAN_Disable EEPROM bit (refer
to Section 6.2.21).

— Active polarity (active high or active low) of the LANx_DIS_N pins can be set via the
LAN_DIS_POL EEPROM bit (refer to Section 6.2.28).

— The LANx_DIS_N pins are sampled on de-assertion of PE_RST_N or In-band PCle reset.

— The LANx_DIS_N pins have an internal weak pull-up resistor. If the LAN_DIS_POL EEPROM bit
(refer to Section 6.2.28) is cleared to Ob and a pin is not connected or driven high during init
time, LAN 0 is enabled.

3. By asserting the relevant SDPx_1 pin (SDP0O_1, SDP1_1, SDP2_1 or SDP3_1 pins to disable PCle
Functions 0, 1, 2, and 3 respectively) when the en_pin_pcie_func_dis EEPROM bit (refer to
Section 6.2.28) is set to 1b.

— The SDPx_1 pins are sampled on de-assertion of PE_RST_N or In-band PCle reset.
— Active polarity (active high or active low) of the SDPx_1 pins can be set via the PCI_DIS_POL
EEPROM bit (refer to Section 6.2.28).

Note: In this case when only the PCle function is disabled, if the PHPM.LPLU register bit is set to 1b,
the internal copper PHY associated with the disabled PCIe function will attempt to create a
link with its link partner at the lowest common link speed via Auto-negotiation.

4.4.5 PCIe Functions to LAN Ports Mapping

When PClIe function 0 is disabled (Could be either associated with LANO or LAN3 as a function of the
FACTPS.LAN Function Sel bit), two different behaviors are possible. The behavior is controlled by the
Dummy Function Enable EEPROM bit (refer to Section 6.2.17):
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1. Dummy Function mode — In some systems, it is required to keep all the functions at their
respective location, even when other functions are disabled. In Dummy Function mode, if PCle
function 0 (either associated with LANO or LAN3) is disabled, then it does not disappear from the
PCle configuration space. Rather, the function presents itself as a dummy function. The device ID
and class code of this function changes to other values (dummy function Device ID 0x10A6, Class
Code 0xFF0000). In addition, the function does not require any memory or I/O space, and does not

require an interrupt line.

2. Legacy mode - when PCle function 0 is disabled, then the LAN port residing on the next existing
PClIe function moves to reside on function 0. All other LAN ports keeps their respective locations.

Note:

In some systems, the dummy function is not recognized by the enumeration process as a

valid PCIe function. In these systems, all ports will not be enumerated and it is recommended

to work in legacy mode.

PCle function mapping to LAN ports as a function of disabled LAN ports and PCle functions and the

FACTPS.LAN Function Sel bit is summarized in the following tables.

Notes: PCle Functions Mapping of the I350 dual port SKU behaves like the quad port SKU with Port 2
and Port 3 disabled.
In the Following tables a port is considered enabled if both the PCle function and the LAN port
is enabled.
Table 4-5 PCI Functions Mapping (Legacy Mode)
Port O Port 1 Port 2 Port 3 FACTPS.LAN . . . .
enabled enabled enabled enabled Function Sel Function 0 | Function 1 Function 2 Function 3
Yes Yes Yes Yes 0 Port O Port 1 Port 2 Port 3
Yes X X X 0 Port 0 As above if enabled
No Yes X X 0 Port 1 Disabled As above if enabled
) ] Port 3 if
No No Yes X 0 Port 2 Disabled Disabled enabled
No No No Yes 0 Port 3 Disabled Disabled Disabled
Yes Yes Yes Yes 1 Port 3 Port 2 Port 1 Port 0
X X X Yes 1 Port 3 As above if enabled
X X Yes No 1 Port 2 Disabled As above if enabled
. . Port O if
X Yes No No 1 Port 1 Disabled Disabled enabled
Yes No No No 1 Port 0 Disabled Disabled Disabled
All PCI functions are disabled. Device is in low power mode
No No No No X unless used by manageability

The following EEPROM bits control Function Disable:
e PCle functions 1 to 3 can be enabled or disabled according to the LAN_PCI_DIS EEPROM bit (refer

to Section 6.2.21).

— PClIe function 0 can not be disabled via EEPROM.

e The LAN_DIS EEPROM bit (refer to Section 6.2.21), indicates which function and LAN port are
disabled. When this bit is set port is not available also to the manageability channel.

— PCle function 0 and the LAN port associated with it can not be disabled via EEPROM.
e The LAN Function Sel EEPROM bit (refer to Section 6.2.22), defines the correspondence between

LAN Port and PClIe function.
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e The Dummy Function Enable EEPROM bit (refer to Section 6.2.17) enables the Dummy Function
mode for function 0. Default value is disabled.

e The PHY_in_LAN_disable EEPROM bit (refer to Section 6.2.21), controls the availability of the
disabled function to the manageability channel.

e The en_pin_pcie_func_dis EEPROM bit (refer to Section 6.2.28), controls whether asserting SDPx_1
pins (SDP0_1, SDP1_1, SDP2_1 or SDP3_1 pins for PCle Functions 0, 1, 2, and 3 respectively)
during PCle reset disables the relevant PCle function.

e Polarity (Active low or Active high) of the SDPx_1 pins can be set via the PCI_DIS_POL EEPROM bit
(refer to Section 6.2.28).

e Polarity (Active Low or Active High) of the LANx_DIS_N pins can be set by the EEPROM via the
LAN_DIS_POL EEPROM bit (refer to Section 6.2.28).

When a particular LAN is fully disabled, all internal clocks to that LAN are disabled, the device is held in
reset, and the internal PHY for that LAN is powered-down. In both modes, the device does not respond
to PCI configuration cycles. Effectively, the LAN device becomes invisible to the system from both a
configuration and power-consumption standpoint.

4.4.6

Control Options

The functions have a separate enabling Mechanism. Any function that is not enabled does not function
and does not expose its PCI configuration registers.

Table 4-6

Strapping for Control Options

Function

Control Options

LAN 0

Strapping Option + EEPROM bits PHY_in_LAN_disable (full/PCI only disable in case of LANx_DIS_N strap),
en_pin_pcie_func_dis (Enable SDPx_1 strap), LAN_DIS_POL (LANx_DIS_N active polarity) and
PCI_DIS_POL (SDPx_1 pin active polarity)

LAN 1

Strapping Option + EEPROM bits PHY_in_LAN_disable (full/PCI only disable in case of LANx_DIS_N strap),
LAN_DIS (full disable), LAN_PCI_DIS (PCle Function only disable), en_pin_pcie_func_dis (Enable SDPx_1
strap), LAN_DIS_POL (LANx_DIS_N active polarity) and PCI_DIS_POL (SDPx_1 pin active polarity)

LAN 2

Strapping Option + EEPROM bits PHY_in_LAN_disable (full/PCI only disable in case of LANx_DIS_N strap),
LAN_DIS (full disable), LAN_PCI_DIS (PCle Function only disable), en_pin_pcie_func_dis (Enable SDPx_1
strap), LAN_DIS_POL (LANx_DIS_N active polarity) and PCI_DIS_POL (SDPx_1 pin active polarity)

LAN 3

Strapping Option + EEPROM bits PHY_in_LAN_disable (full/PCI only disable in case of LANx_DIS_N strap),
LAN_DIS (full disable), LAN_PCI_DIS (PCle Function only disable), en_pin_pcie_func_dis (Enable SDPx_1
strap), LAN_DIS_POL (LANx_DIS_N active polarity) and PCI_DIS_POL (SDPx_1 pin active polarity)

The I350 strapping option for LAN Disable feature are:
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Table 4-7 Strapping for LAN Disable

Symbol Ball # Name and Function

This pin is a strapping option pin always active. In case this pin is asserted during init time, LAN
0 is disabled. This pin is also used for testing and scan. When used for testing or scan, the LAN
disable functionality is not active. Refer to Section 4.4.3 and Section 4.4.4 for additional
information.

LANO_DIS_N

This pin is a strapping option pin always active. In case this pin is asserted during init time, LAN
1 function is disabled. This pin is also used for testing and scan. When used for testing or scan,
the LAN disable functionality is not active. Refer to Section 4.4.3 and Section 4.4.4 for additional
information.

LAN1_DIS_N

This pin is a strapping option pin always active. In case this pin is asserted during init time, LAN
2 is disabled. This pin is also used for testing and scan. When used for testing or scan, the LAN
disable functionality is not active. Refer to Section 4.4.3 and Section 4.4.4 for additional
information.

LAN2_DIS_N

This pin is a strapping option pin always active. In case this pin is asserted during init time, LAN
3 is disabled. This pin is also used for testing and scan. When used for testing or scan, the LAN
disable functionality is not active. Refer to Section 4.4.3 and Section 4.4.4 for additional
information.

LAN3_DIS_N

This pin is a strapping option if the en_pin_pcie_func_dis EEPROM bit is set to 1b.

In case this pin is asserted during init time, PCIe function 0 is disabled. This pin is also used for
SDPO_1 testing and scan. When used for testing or scan or when the en_pin_pcie_func_dis EEPROM bit is
0b, the PCIe function disable functionality is not active. Refer to Section 4.4.4 for additional
information.

This pin is a strapping option if the en_pin_pcie_func_dis EEPROM bit is set to 1b.

In case this pin is asserted during init time, PCIe function 1 is disabled. This pin is also used for
SDP1_1 testing and scan. When used for testing or scan or when the en_pin_pcie_func_dis EEPROM bit is
0b, the PCIe function disable functionality is not active. Refer to Section 4.4.4 for additional
information.

This pin is a strapping option if the en_pin_pcie_func_dis EEPROM bit is set to 1b.

In case this pin is asserted during init time, PCIe function 2 is disabled. This pin is also used for
SDP2_1 testing and scan. When used for testing or scan or when the en_pin_pcie_func_dis EEPROM bit is
Ob, the PCle function disable functionality is not active. Refer to Section 4.4.4 for additional
information.

This pin is a strapping option if the en_pin_pcie_func_dis EEPROM bit is set to 1b.

In case this pin is asserted during init time, PCIe function 3 is disabled. This pin is also used for
SDP3_1 testing and scan. When used for testing or scan or when the en_pin_pcie_func_dis EEPROM bit is
Ob, the PCle function disable functionality is not active. Refer to Section 4.4.4 for additional
information.

4.4.7 Event Flow for Enable/Disable Functions

This section describes the driving levels and event sequence for device functionality. Following a Power
on Reset / LAN_PWR_GOOD / PE_RST_N/ In-Band reset the LANx_DIS_N pins and the SDPx_1 pins
(when the en_pin_pcie_func_dis EEPROM bit is set) should be de-asserted for nominal operation. If any
of the LAN functions are not required statically its associated Disable strapping pin can be tied statically
to low.
Case A - BIOS Disables the LAN Function at boot time by using strapping:

1. Assume that following power up the LANx_DIS_N pins and the SDPx_1 pins are de-asserted.
. The PCle link is established following the PE_RST_N.
. BIOS recognizes that a LAN function in the I350 should be disabled.
. The BIOS asserts the LANx_DIS_N pin or SDPx_1 pin.
. The BIOS should assert the PCle reset, either in-band or via PE_RST_N.

u b~ W N
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6. As a result, the I350 samples the LANx_DIS_N and SDPx_1 pins, disables the LAN function and
issues an internal reset to the disabled function.

7. BIOS might start with the Device enumeration procedure (the disabled LAN function is invisible or
changed to dummy function).

8. Proceed with Nominal operation.

9. Re-enable of the function could be done by de-asserting the LANx_DIS_N pin or SDPx_1 pin and
then request the user to issue a warm boot that causes bus enumeration.

4.4.7.1 Multi-Function Advertisement

If all but one of the LAN devices are disabled, the 1350 is no longer a multi-function device. The 1350
normally reports a 0x80 in the PCI Configuration Header field Header Type, indicating multi-function
capability. However, if only a single LAN is enabled, the 1350 reports a 0x0 in this field to signify single-
function capability.

4.4.7.2 Legacy Interrupts Utilization

When more than one LAN device is enabled, the I350 can utilize the INTA# to INTC# interrupts for
interrupt reporting. The EEPROM Initialization Control Word 3 (bits 12:11) associated with each LAN
device controls which of these interrupts are used for each LAN device. The specific interrupt pin
utilized is reported in the PCI Configuration Header Interrupt Pin field associated with each LAN device.

However, if only one LAN device is enabled, then the INTA# must be used for this LAN device,
regardless of the EEPROM configuration. Under these circumstances, the Interrupt Pin field of the PCI
Header always reports a value of 0x1, indicating INTA# usage.

4.4.7.3 Power Reporting

When more than one LAN function is enabled, the PCI Power Management Register Block has the
capability of reporting a "Common Power” value. The Common Power value is reflected in the Data field
of the PCI Power Management registers. The value reported as Common Power is specified via the LAN
Power Consumption EEPROM word (word 0x22), and is reflected in the Data field whenever the
Data_Select field has a value of 0x8 (0x8 = Common Power Value Select).

When only one LAN is enabled, the I350 appears as a single-function device, the Common Power value,
if selected, reports 0x0 (undefined value), as Common Power is undefined for a single-function device.

4.5 Device Disable

For a LOM design, it might be desirable for the system to provide BIOS-setup capability for selectively
enabling or disabling LOM devices. This might allow the end-user more control over system resource-
management; avoid conflicts with add-in NIC solutions, etc. The I350 provides support for selectively
enabling or disabling it.

Note: If the I350 is configured to provide a 50MHz NC-SI clock (via the NC-SI Output Clock EEPROM
bit), then the device should not be disabled.

Device Disable is initiated by assertion of the asynchronous DEV_OFF_N pin. The DEV_OFF_N pin
should always be connected to enable correct device operation.
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The EEPROM Power Down Enable bit (refer to Section 6.2.19) enables device disable mode (Hardware
default is that this mode is disabled) and the EEPROM bit Deep DEV_OFF (refer to Section 6.2.22)
defines amount of power saving when DEV_OFF_N is asserted.

While in device disable mode, the PCle link is in L3 state. The PHY is in power down mode. Output
buffers are tri-stated.

Note: Behavior of SDP pins in device disable mode is controlled by the SDP_IDDQ_EN EEPROM bit
(refer to Section 6.2.2).

Assertion or deassertion of PCIe PE_RST_N does not have any affect while the device is in device
disable mode (i.e., the device stays in the respective mode as long as DEV_OFF_N is asserted).
However, the device might momentarily exit the device disable mode from the time PCle PE_RST_N is
de-asserted again and until the EEPROM is read.

During power-up, the DEV_OFF_N pin is ignored until the EEPROM is read. From that point, the device
might enter Device Disable if DEV_OFF_N is asserted.

Note: De-assertion of the DEV_OFF_N pin causes a fundamental reset to the 1350.

Note to system designer: The DEV_OFF_N pin should maintain its state during system reset and system
sleep states. It should also insure the proper default value on system power-up. For example, one
could use a GPIO pin that defaults to '1' (enable) and is on system suspend power (i.e., it maintains
state in S0-S5 ACPI states).

4.5.1 BIOS Handling of Device Disable

1. Assume that following power up sequence the DEV_OFF_N signal is driven high (else it is already
disabled).

The PCle is established following the PE_RST_N.

BIOS recognize that the whole Device should be disabled.

The BIOS drive the DEV_OFF_N signal to the low level.

As a result, the I350 samples the DEV_OFF_N signal and enters the device disable mode.

The BIOS places the Link in the Electrical IDLE state (at the other end of the PCle link) by clearing
the LINK Disable bit in the Link Control Register.

BIOS might start with the Device enumeration procedure (all of the Device functions are invisible).

oA wWwN

® N

. Proceed with Nominal operation.
9. Re-enable could be done by driving the DEV_OFF_N signal high followed later by bus enumeration.

4.6 Software Initialization and Diagnostics

4.6.1 Introduction

This chapter discusses general software notes for the 1350, especially initialization steps. This includes
general hardware, power-up state, basic device configuration, initialization of transmit and receive
operation, link configuration, software reset capability, statistics, and diagnostic hints.

202



] ® >
Initialization — Intel® Ethernet Controller 1350 l n tel

4.6.2 Power Up State

When the 1350 powers up it reads the EEPROM. The EEPROM contains sufficient information to bring
the link up and configure the I350 for manageability and/or APM wakeup. However, software
initialization is required for normal operation.

The power-up sequence, as well as transitions between power states, are described in Section 4.1.1.
The detailed timing is given in Section 5.5. The next section gives more details on configuration
requirements.

4.6.3 Initialization Sequence

The following sequence of commands is typically issued to the device by the software device driver in
order to initialize the 1350 to normal operation. The major initialization steps are:

e Disable Interrupts - see Interrupts during initialization.

e Issue Global Reset and perform General Configuration - see Global Reset and General
Configuration.

e Setup the PHY and the link - see Link Setup Mechanisms and Control/Status Bit Summary.
o Initialize all statistical counters - refer to Section 4.6.8.

e Initialize Receive - refer to Section 4.6.9.

e Initialize Transmit - refer to Section 4.6.10.

e Enable Interrupts - refer to Section 4.6.4.

4.6.4 Interrupts During Initialization

e Most drivers disable interrupts during initialization to prevent re-entering the interrupt routine.
Interrupts are disabled by writing to the EIMC (Extended Interrupt Mask Clear) register. Note that
the interrupts need to be disabled also after issuing a global reset, so a typical driver initialization
flow is:

e Disable interrupts

e Issue a Global Reset

e Disable interrupts (again)
L] ae

After the initialization is done, a typical driver enables the desired interrupts by writing to the EIMS
(Extended Interrupt Mask Set) register.

4.6.5 Global Reset and General Configuration

Device initialization typically starts with a global reset that places the device into a known state and
enables the device driver to continue the initialization sequence.

Several values in the Device Control Register (CTRL) need to be set, upon power up, or after a device
reset for normal operation.
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e FD bit should be set per interface negotiation (if done in software), or is set by the hardware if the
interface is Auto-Negotiating. This is reflected in the Device Status Register in the Auto-Negotiation
case.

e Speed is determined via Auto-Negotiation by the PHY, Auto-Negotiation by the PCS layer in SGMII/
SerDes mode, or forced by software if the link is forced. Status information for speed is also
readable in the STATUS register.

e |ILOS bit should normally be set to 0.

4.6.6 Flow Control Setup

If flow control is enabled, program the FCRTLO, FCRTHO, FCTTV and FCRTV registers. In order to avoid
packet losses, FCRTH should be set to a value equal to at least two max size packet below the receive
buffer size. E.g. Assuming a packet buffer size of 36 KB and expected max size packet of 9.5K, the
FCRTHO value should be set to 36 - 2 * 9.5 = 17KB i.e. FCRTHO.RTH should be set to 0x440.

If DMA Coalescing is enabled, to avoid packet loss, the FCRTC.RTH_Coal field should also be
programmed to a value equal to at least a single max packet size below the receive buffer size (i.e. a
value equal or less than FCRTHO.RTH + max size packet).

4.6.7 Link Setup Mechanisms and Control/Status Bit
Summary

The CTRL_EXT.LINK_MODE value should be set to the desired mode prior to the setting of the other
fields in the link setup procedures.

4.6.7.1 PHY Initialization

Refer to the PHY documentation for the initialization and link setup steps. The device driver uses the
MDIC register to initialize the PHY and setup the link. Section 3.7.4.4 describes the link setup for the
internal copper PHY. Section 3.7.2.2 Section describes the usage of the MDIC register.

4.6.7.2 MAC/PHY Link Setup (CTRL_EXT.LINK_MODE = 00b)

This section summarizes the various means of establishing proper MAC/PHY link setups, differences in
MAC CTRL register settings for each mechanism, and the relevant MAC status bits. The methods are
ordered in terms of preference (the first mechanism being the most preferred).

4.6.7.2.1 MAC Settings Automatically Based on Duplex and
Speed Resolved by PHY (CTRL.FRCDPLX = Ob, CTRL.FRCSPD = 0b)
CTRL.FD Don't care; duplex setting is established from PHY's internal indication to the
MAC (FDX) after PHY has auto-negotiated a successful link-up.
CTRL.SLU Must be set to 1 by software to enable communications between MAC and PHY.
CTRL.RFCE Must be programmed by software after reading capabilities from PHY registers

and resolving the desired flow control setting.

CTRL.TFCE Must be programmed by software after reading capabilities from PHY registers
and resolving the desired flow control setting.
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CTRL.SPEED Don't care; speed setting is established from PHY's internal indication to the MAC
(SPD_IND) after PHY has auto-negotiated a successful link-up.

STATUS.FD Reflects the actual duplex setting (FDX) negotiated by the PHY and indicated to
MAC.

STATUS.LU Reflects link indication (LINK) from PHY qualified with CTRL.SLU (set to 1).

STATUS.SPEED

4.6.7.2.2

CTRL.FD

CTRL.SLU
CTRL.RFCE

CTRL.TFCE

CTRL.SPEED

STATUS.FD
STATUS.LU
STATUS.SPEED

4.6.7.2.3

CTRL.FD

CTRL.SLU

CTRL.RFCE

CTRL.TFCE

CTRL.SPEED
STATUS.FD
STATUS.LU

STATUS.SPEED

Reflects actual speed setting negotiated by the PHY and indicated to the MAC
(SPD_IND).

MAC Duplex and Speed Settings Forced by Software Based
on Resolution of PHY (CTRL.FRCDPLX = 1b, CTRL.FRCSPD = 1b)

Set by software based on reading PHY status register after PHY has auto-
negotiated a successful link-up.

Must be set to 1 by software to enable communications between MAC and PHY.

Must be programmed by software after reading capabilities from PHY registers
and resolving the desired flow control setting.

Must be programmed by software after reading capabilities from PHY registers
and resolving the desired flow control setting.

Set by software based on reading PHY status register after PHY has auto-
negotiated a successful link-up.

Reflects the MAC forced duplex setting written to CTRL.FD.
Reflects link indication (LINK) from PHY qualified with CTRL.SLU (set to 1).
Reflects MAC forced speed setting written in CTRL.SPEED.

MAC/PHY Duplex and Speed Settings Both Forced by Software
(Fully-Forced Link Setup) (CTRL.FRCDPLX = 1b, CTRL.FRCSPD = 1b,
CTRL.SLU = 1b)

Set by software to desired full/half duplex operation (must match duplex setting
of PHY).

Must be set to 1 by software to enable communications between MAC and PHY.
PHY must also be forced/configured to indicate positive link indication (LINK) to
the MAC.

Must be programmed by software to desired flow-control operation (must match
flow-control settings of PHY).

Must be programmed by software to desired flow-control operation (must match
flow-control settings of PHY).

Set by software to desired link speed (must match speed setting of PHY).
Reflects the MAC duplex setting written by software to CTRL.FD.

Reflects 1 (positive link indication LINK from PHY qualified with CTRL.SLU). Note
that since both CTRL.SLU and the PHY link indication LINK are forced, this bit set
does not guarantee that operation of the link has been truly established.

Reflects MAC forced speed setting written in CTRL.SPEED.
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4.6.7.3 MAC/SERDES Link Setup
(CTRL_EXT.LINK_MODE = 11b)

Link setup procedures using an external SERDES interface mode:

4.6.7.3.1 Hardware Auto-Negotiation Enabled (PCS_LCTL. AN ENABLE = 1b;
CTRL.FRCSPD = 0Ob; CTRL.FRCDPLX = 0)

CTRL.FD Ignored; duplex is set by priority resolution of PCS_ANDV and PCS_LPAB.

CTRL.SLU Must be set to 1 by software to enable communications to the SerDes.

CTRL.RFCE Set by Hardware according to auto negotiation resolution®.

CTRL.TFCE Set by Hardware according to auto negotiation resolution®.

CTRL.SPEED Ignored; speed always 1000Mb/s when using SerDes mode communications.

STATUS.FD Reflects hardware-negotiated priority resolution.

STATUS.LU Reflects PCS_LSTS.AN COMPLETE (Auto-Negotiation complete) and link is up.

STATUS.SPEED Reflects 1000Mb/s speed, reporting fixed value of (10)b.

PCS_LCTL.FSD Must be zero.

PCS_LCTL.Force Flow Control
Must be zerol.

PCS_LCTL.FSV Must be set to 10b. Only 1000 Mb/s is supported in SerDes mode.
PCS_LCTL.FDV Ignored; duplex is set by priority resolution of PCS_ANDV and PCS_LPAB.
PCS_LCTL.AN TIMEOUT EN Must be 1b to enable Auto-negotiation time-out.

CONNSW.ENRGSRC Must be Ob on 1000BASE-BX backplane, when source of the signal detect
indication is internal. When connected to an optical module and
SRDS_[n]_SIG_DET pin is connected to the module, should be 1b.

CTRL.ILOS If SRDS_[n]_SIG_DET pin connected to optical module, should be set according
to optical module polarity.

4.6.7.3.2 Auto-Negotiation Skipped (PCS_LCTL. AN ENABLE = Ob;
CTRL.FRCSPD = 1b; CTRL.FRCDPLX = 1)

CTRL.FD Must be set to 1b. - only full duplex is supported in SerDes mode.

CTRL.SLU Must be set to 1b by software to enable communications to the SerDes.

CTRL.RFCE Must be Ob (No Auto-negotiation).

CTRL.TFCE Must be 0b (No Auto-negotiation).

CTRL.SPEED Must be set to 10b. Only 1000 Mb/s is supported in SerDes mode.

STATUS.FD Reflects the value written by software to CTRL.FD.

STATUS.LU Reflects whether the PCS is synchronized, qualified with CTRL.SLU (set to 1).

STATUS.SPEED Reflects 1000Mb/s speed, reporting fixed value of (10b).

PCS_LCTL.FSD Must be set to 1b by software to enable communications to the SerDes.

1. If PCS_LCTL.Force Flow Control is set, the auto negotiation result is not reflected in the CTRL.RFCE
and CTRL.TFCE registers. In This case, the software must set these fields after reading flow control
resolution from PCS registers.
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PCS_LCTL.Force Flow Control
Must be set to 1b.

PCS_LCTL.FSV Must be set to 10b. Only 1000 Mb/s is supported in SerDes mode.

PCS_LCTL.FDV Must be set to 1b - only full duplex is supported in SerDes mode.

PCS_LCTL.AN TIMEOUT EN
Must be Ob when Auto-negotiation is disabled.

CONNSW.ENRGSRC Must be Ob on 1000BASE-BX backplane, when source of the signal detect
indication is internal. When connected to an optical module and
SRDS_[n]_SIG_DET pin is connected to the module, should be 1b.

CTRL.ILOS If SRDS_[n]_SIG_DET pin connected to optical module, should be set according
to optical module polarity.

4.6.7.4 MAC/SGMII Link Setup (CTRL_EXT.LINK_MODE = 10b)

Link setup procedures using an external SGMII interface mode:

4.6.7.4.1 Hardware Auto-Negotiation Enabled (PCS_LCTL. AN ENABLE = 1b,
CTRL.FRCDPLX = 0b, CTRL.FRCSPD = 0b)

CTRL.FD Ignored; duplex is set by priority resolution of PCS_ANDV and PCS_LPAB.

CTRL.SLU Must be set to 1 by software to enable communications to the SerDes.

CTRL.RFCE Must be programmed by software after reading capabilities from external PHY
registers and resolving the desired setting.

CTRL.TFCE Must be programmed by software after reading capabilities from external PHY
registers and resolving the desired setting.

CTRL.SPEED Ignored; speed setting is established from SGMII's internal indication to the MAC
after SGMII PHY has auto-negotiated a successful link-up.

STATUS.FD Reflects hardware-negotiated priority resolution.

STATUS.LU Reflects PCS_LSTS.Link OK

STATUS.SPEED Reflects actual speed setting negotiated by the SGMII and indicated to the MAC.

PCS_LCTL.Force Flow Control
Ignored.

PCS_LCTL.FSD Should be set to zero.

PCS_LCTL.FSV Ignored; speed is set by priority resolution of PCS_ANDV and PCS_LPAB.

PCS_LCTL.FDV Ignored; duplex is set by priority resolution of PCS_ANDV and PCS_LPAB.

PCS_LCTL.AN TIMEOUT EN
Must be 0b. Auto-negotiation time-out should be disabled in SGMII mode.

CONNSW.ENRGSRC Must be 0Ob. In SGMII mode source of the signal detect indication is internal.

4.6.7.5 MAC/1000BASE-KX Link Setup
(CTRL_EXT.LINK_MODE = 01b)

4.6.7.5.1 Auto-Negotiation Skipped (PCS_LCTL. AN ENABLE = 0Ob;
CTRL.FRCSPD = 1b; CTRL.FRCDPLX = 1)
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Link setup procedures using an external 1000BASE-KX Server Backplane interface mode:

CTRL.FD Must be set to 1b. 1000BASE-KX always in full duplex mode.

CTRL.SLU Must be set to 1b by software to enable communications to the SerDes.

CTRL.RFCE Must be 0b (no Auto-negotiation).

CTRL.TFCE Must be 0b (no Auto-negotiation).

CTRL.SPEED Must be set to 10b. Only 1000 Mb/s is supported in 1000BASE-KX mode.

STATUS.FD Reflects the value written by software to CTRL.FD.

STATUS.LU Reflects whether the PCS is synchronized, qualified with CTRL.SLU (set to 1b).

STATUS.SPEED Reflects 1000Mb/s speed, reporting fixed value of (10b).

PCS_LCTL.FSD glus[g be set to 1b by software to enable communications to the 1000BASE-KX
erDes.

PCS_LCTL.Force Flow Control
Must be set to 1b.

PCS_LCTL.FSV Must be set to 10b. Only 1000 Mb/s is supported in 1000BASE-KX mode.
PCS_LCTL.FDV Must be set to 1b - only full duplex is supported in 1000BASE-KX mode.

PCS_LCTL.AN TIMEOUT EN
Must be 0b. Auto-negotiation not supported in 1000BASE-KX mode.

CONNSW.ENRGSRC Must be 0b. In 1000BASE-KX mode source of the signal detect indication is
internal.

4.6.8 Initialization of Statistics

Statistics registers are hardware-initialized to values as detailed in each particular register's
description. The initialization of these registers begins upon transition to DOactive power state (when
internal registers become accessible, as enabled by setting the Memory Access Enable of the PCle
Command register), and is guaranteed to be completed within 1 usec of this transition. Access to
statistics registers prior to this interval might return indeterminate values.

All of the statistical counters are cleared on read and a typical device driver reads them (thus making
them zero) as a part of the initialization sequence.

4.6.9 Receive Initialization

Program the Receive address register(s) per the station address. This can come from the EEPROM or by
any other means (for example, on some machines, this comes from the system PROM not the EEPROM
on the adapter card).

Set up the MTA (Multicast Table Array) by software. This means zeroing all entries initially and adding
in entries as requested.

Program RCTL with appropriate values. If initializing it at this stage, it is best to leave the receive logic
disabled (RCTL.RXEN = 0b) until after the receive descriptor rings have been initialized. If VLANs are
not used, software should clear VFE. Then there is no need to initialize the VFTA. Select the receive
descriptor type.

The following should be done once per receive queue needed:
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1. Allocate a region of memory for the receive descriptor list.

2. Receive buffers of appropriate size should be allocated and pointers to these buffers should be
stored in the descriptor ring.

3. Program the descriptor base address with the address of the region.
4. Set the length register to the size of the descriptor ring.

5. Program SRRCTL of the queue according to the size of the buffers, the required header handling
and the drop policy.

6. If header split or header replication is required for this queue, program the PSRTYPE register
according to the required headers.

7. Enable the queue by setting RXDCTL.ENABLE. In the case of queue zero, the enable bit is set by
default - so the ring parameters should be set before RCTL.RXEN is set.

8. Poll the RXDCTL register until the ENABLE bit is set. The tail should not be bumped before this bit
was read as one.

9. Program the direction of packets to this queue according to the mode selected in the MRQC register.
Packets directed to a disabled queue are dropped.

Note: The tail register of the queue (RDT[n]) should not be bumped until the queue is enabled.

4.6.9.1 Initialize the Receive Control Register

To properly receive packets the receiver should be enabled by setting RCTL.RXEN. This should be done
only after all other setup is accomplished. If software uses the Receive Descriptor Minimum Threshold
Interrupt, that value should be set.

4.6.9.2 Dynamic Enabling and Disabling of Receive Queues

Receive queues can be dynamically enabled or disabled given the following procedure is followed:

Enabling a queue:

e Follow the per queue initialization sequence described in Section 4.6.9.

Note: If there are still packets in the packet buffer assigned to this queue according to previous
settings, they are received after the queue is re-enabled. In order to avoid this condition, the
software might poll the PBRWAC register. Once a an empty condition of the relevant packet
buffer is detected or 2 wrap around occurrences are detected the queue can be re-enabled.

Disabling a queue:
1. Disable assignment of packets to this queue.

2. Clear the VFRE bit allocated to the queue in the VFRE register.

3. Poll the PBRWAC register until an empty condition of the relevant packet buffer is detected or 2
wrap around occurrences are detected.

4. Disable the queue by clearing RXDCTL.ENABLE. The 1350 stops fetching and writing back
descriptors from this queue immediately. The I350 eventually completes the storage of one buffer
allocated to this queue. Any further packet directed to this queue is dropped. If the currently
processed packet is spread over more than one buffer, all subsequent buffers are not written.

5. The 1350 clears RXDCTL.ENABLE only after all pending memory accesses to the descriptor ring or to
the buffers are done. The driver should poll this bit before releasing the memory allocated to this
queue.

6. Set the VFRE bit allocated to the queue so that the queue can be re-enabled.
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Note: The RX path can be disabled only after all Rx queues are disabled.

4.6.10 Transmit Initialization

e Program the TCTL register according to the MAC behavior needed.

If work in half duplex mode is expected, program the TCTL_EXT.COLD field. For internal PHY mode the
default value of 0x42 is OK. For SGMII mode, a value reflecting the 1350 and the PHY SGMII delays
should be used. A suggested value for a typical PHY is 0x46 for 10 Mbps and 0x4C for 100 Mbps.
The following should be done once per transmit queue:

¢ Allocate a region of memory for the transmit descriptor list.

e Program the descriptor base address with the address of the region.

e Set the length register to the size of the descriptor ring.

e Program the TXDCTL register with the desired TX descriptor write back policy. Suggested values
are:

— WTHRESH = 1b

— All other fields Ob.
e If needed, set the TDWBAL/TWDBAH to enable head write back
e Enable the queue using TXDCTL.ENABLE (queue zero is enabled by default).
e Poll the TXDCTL register until the ENABLE bit is set.

Note: The tail register of the queue (TDT[n]) should not be bumped until the queue is enabled.

Enable transmit path by setting TCTL.EN. This should be done only after all other settings are done.

4.6.10.1 Dynamic Queue Enabling and Disabling

Transmit queues can be dynamically enabled or disabled given the following procedure is followed:

Enabling:
e Follow the per queue initialization described in the previous section.

Disabling:
e Stop storing packets for transmission in this queue.
e Wait until the head of the queue (TDH) is equal to the tail (TDT), i.e. the queue is empty.
¢ Disable the queue by clearing TXDCTL.ENABLE.

The Tx path might be disabled only after all Tx queues are disabled.

4.6.11 Virtualization Initialization Flow

4.6.11.1 VMDq Mode

4.6.11.1.1 Global Filtering and Offload Capabilities
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e Select the VMDQ pooling method - MAC/VLAN filtering for pool selection. MRQC.Multiple Receive
Queues Enable = 011b.

e Set the RPLPSRTYPE registers to define the behavior of replicated packets.

e Configure VT_CTL.DEF_PL to define the default pool. If packets with no pools should be dropped,
set VT_CTL.Dis_def Pool field.

o If needed, enable padding of small packets via the RCTL.PSP

4.6.11.1.2 Mirroring rules.

For each mirroring rule to be activated:

a.

b
C.
d

Set the type of traffic to be mirrored in the VMRCTL[n] register.
Set the mirror pool in the VMRCTL[n].MP
For pool mirroring, set the VMRVM[n] register with the pools to be mirrored.

For VLAN mirroring, set the VMVRLAN[Nn] with the indexes from the VLVF registers of the VLANs
to be mirrored.

4.6.11.1.3 Per Pool Settings

As soon as a pool of queues is associated to a VM the software should set the following parameters:

1. Address filtering:

a. The unicast MAC address of the VM by enabling the pool in the RAH/RAL registers.

b. If all the MAC addresses are used, the unicast hash table (UTA) can be used. Pools servicing VMs
whose address is in the hash table should be declared as so by setting the VMOLR.ROPE. Packets
received according to this method didn’t pass perfect filtering and are indicated as such.

c. Enable the pool in all the RAH/RAL registers representing the multicast MAC addresses this VM
belongs to.

d. If all the MAC addresses are used, the multicast hash table (MTA) can be used. Pools servicing
VMs using multicast addresses in the hash table should be declared as so by setting the
VMOLR.ROMPE. Packets received according to this method didn't pass perfect filtering and are
indicated as such.

e. Define whether this VM should get all multicast/broadcast packets in the same VLAN via the
VMOLR.MPE and VMOLR